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#### Abstract

An attempt is made to understand some of the planar convex hull algorithms leading up to and including Chan's 1995 planar convex hull algorithm. The algorithms include: i) Graham's 1972 algorithm, ii) Jarvis' 1973 algorithm, and iii) Chan's 1995 algorithm.
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## 1. INTRODUCTION

We should not rely on careful examinations, we should avoid the need for it. - J.W. Tukey, $1977^{1}$

Planar (2-dimensional) convex hulls may be used as a representation of the shape of a data set in application areas of Pattern Recognition. For example, one application of using higher dimensional convex hulls is reported in [8]. There are other possible conceptualizations of the meaning for shape. One possibility is a generalization of the convex hull called an $\alpha$-shape [7]. Higher dimensional convex hulls, input spaces other than $\mathbb{R}^{2}$, and other shape representations will not be discussed further.

The objectives are:

1. to find an efficient algorithm for constructing convex hulls, where the measure of efficiency is asymptotic worst-case running time as a function of both $n$ (input size) and $m$ (output size) [2], and

[^0]2. to report hull vertices in a counter clockwise ordering (not required, but convenient).

The following assumptions are made:

1. Each point, $p$, lies in an $n=2$-dimensional space.
2. $\exists$ metric ( $d=$ Euclidian distance) defined over the space

3 . When $d=2$, no 3 points lie along the same line. If they do, perturbation methods could be used [2], but may introduce other problems. For example, points on the hull after perturbation, may end up enlarging the hull, thereby changing the shape of the hull (See Fig.1.

The following definitions are here for clarity: $X$ is a metric space [5] with metric $d$ if $X$ is a set and for $x, y \in X, d:$ $X \rightarrow[0, \infty)$ the following axioms hold:

1. $d(x, y)=0$ iff $x=y$
2. $d(x, y)=d(y, x)$ for each $x, y \in X$
3. $d(x, z) \leq d(x, y)+d(y, z)$ for each $x, y, z \in X$

For example, $d$ may be considered to be the Euclidean distance:

$$
\|\overleftarrow{x}-\overleftarrow{y}\|_{2}=\sqrt{\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}}
$$

which is an example from the family of metrics called the $L_{m}$ norm [5], where $m \in(0 . . \infty$ ]

$$
\begin{aligned}
& L_{m}(\grave{x}, \overleftarrow{y})=\|\overleftarrow{x}-\grave{y}\|_{m} \\
& =\left(\left(x_{1}-y_{1}\right)^{m}+\left(x_{2}-y_{2}\right)^{m}+\cdots\right. \\
& \left.\quad \cdots+\left(x_{n}-y_{n}\right)^{m}\right)^{1} / m
\end{aligned}
$$

In order to calculate the angle $\theta$ between 3 points, polar coordinates, which are defined based on Cartesian coordinates, could be used. The coordinate space transformations [9] are:

$$
\begin{aligned}
x & =r \cdot \cos \theta \\
y & =r \cdot \sin \theta \\
r & =\sqrt{x^{2}+y^{2}} \\
\theta & =\tan ^{-1}(y / x)
\end{aligned}
$$



Figure 1: Example of a convex hull surrounding points in general position. This example shows the points after perturbation, and demonstrates the problem of points being pushed outside of the convex hull that would have enveloped the original data. For example, investigate line 8 (L8).

The convex hull of a set $S$ of points $(\mathbf{C H}(S))$ is the smallest convex polygon $C$ for which each point in $S$ is either on the boundary of $C$ or in its interior[2]. When considering general sets, the convex hull could potentially be considered as a specific instance of a definition from Topology. Namely, the frontier of a set $S$, denoted $\digamma(S)$, is the set of all frontier points of $S[5]$. The definition of convex hull implies that it (the $\mathbf{C H}(S)$ ) is not continuously smooth throughout the polygon, but only piece-wise smooth along its faces. In addition, the convex hull could be equivalently defined as the set of all convex combinations of $S$, i.e.

$$
C H(S)=\left\{\sum_{i=1}^{n} \alpha_{i} x_{i}: \sum_{i=1}^{n} \alpha_{i}=1, \alpha_{1}, \alpha_{2}, \cdots, \alpha_{n} \geq 0\right\}
$$

with the vertices of $\mathbf{C H}(S)$ being called the extreme points of $S$ yielding the fact that $\mathbf{C H}(S) \equiv \mathbf{C H}$ (extreme points) because points are in general position (i.e. no 3 are collinear), see Fig-1.

## 2. GRAHAM 1972

Graham's algorithm [3] is (asymptotically) optimal, since $\Omega(n \log n)$ lower bound can be obtained by a reduction from sorting [2]. The algorithm is:

Graham(point set $S \subseteq \mathbb{R}^{2}$ )

```
Point \(P \leftarrow\) InteriorPt \((S)\)
\(S^{(1)} \leftarrow \operatorname{To-Polar}(S, P)\)
\(S^{(2)} \leftarrow \operatorname{SORT}-\theta-\operatorname{Incr}\left(S^{(1)}\right)\)
\(S^{(3)} \leftarrow \operatorname{DELClosePts}\left(S^{(2)}\right)\)
\(C H(S) \leftarrow \operatorname{Scan-DeL}\left(S^{(3)}\right)\)
```

For details of the algorithm, refer to [3]. The interesting points are: i) the $O(n)$ search for an explicit interior point. See Fig.2, which could be performed in other ways, such as selecting the minimum and maximum points in each di-


Figure 2: Step 1 of Graham's algorithm. Midpoints of collinear points are deleted in an attempt to construct a point $P$ that is within the interior of 3 noncollinear points $\in S$.


Figure 3: Step 4 of Graham's algorithm. Remove those points that lie on the same radial arm that are not maximally distant.
mension, and then constructing a centroid for those two extreme points. If they are the same, then all of the points are collinear, and the convex hull collapses to a line. ii) the polar transformations are straightforward and take $O(n)$ iii) the $\theta$ sort will take $\frac{n \log n}{\log 2}$ using the sorting routine referenced in the paper. This can easily be seen to be $O(n \log n)$ $i v$ ) the deletion of close points, see Fig. 3 requires $O(n)$, and $v$ ) scanning and deleting points has two cases, as explicated in Fig.4. The total running time of Graham's algorithm is: $T(n)=O(n \log n)$.

## 3. JARVIS 1973

The general idea of the algorithm, is to first select a point outside of the input set $S$, and then construct one hull boundary segment at a time, in a counter clockwise manner. Fig. 5 demonstrates how the angle $\theta$, with respect to a horizontal line, could be calculated from an initial point $p_{\text {out }}$ outside the bounding box of $S$. The minimum angle would be selected, and that endpoint would become the first point of the convex hull. In which case, the second step performs similarly to the first, but with the origin of the comparisons emanating from the first convex hull point Fig.6. The procedure is repeated, from each of the points, with the

## Case 1:



Case 2:


Figure 4: Two cases to consider in Graham's algorithm. Either i) $\theta>\pi$, in which case point $i$ may be deleted, or ii) $\theta \leq \pi$, in which case point $i$ becomes part of the hull and the next group of 3 points are considered by sliding forward by 1 .
additional optimization that interior points of the hull under current construction no longer need to be considered Fig.7. The author [4] mentions an additional optimization in that the angle $(\theta)$ calculations may be substituted by sign tests (based on being located in one of the four quadrants). Jarvis' algorithm [4] has a running time of $T(n)=O(n m)$.

```
Jarvis(point set \(S \subseteq \mathbb{R}^{2}\) )
    Point \(p_{\text {out }} \leftarrow \operatorname{OUTside}(S)\)
    Point \(p_{\text {curr }} \leftarrow p_{\text {out }}\)
    for each point \(p_{i} \in S\)
        do
            if \(p_{\text {curr }} \neq p_{\text {out }}\)
            then
                DelCheck \((S)\)
            \(\theta_{i} \leftarrow \operatorname{Angle}\left(p_{\text {curr }}, p_{i}\right)\)
            \(p_{\text {curr }} \leftarrow \operatorname{MinANGLE}()\)
\(C H(S) \leftarrow S\)
```


## 4. CHAN 1995

Chan [1] uses the concept of running algorithm Chan() for a small value of $H$. If this fails, (poor randomly partitions sets) then the algorithm is stopped and restarted with a larger $H$ value to a maximum of $H=n$, the number of points (since $H$ can be when all of the points are on the convex hull). This algorithmic technique is called doubling. The Chan $(P, m, H)$ basically attempts to find a convex hull of length $H$ or less, if one exists, by artificially constructing some partitions of size at most $m$. These partitions are each run through a convex hull algorithm (say Graham's scan) and convex hulls are created containing those partition points Fig.9. The convex polygons are then used informally as a set of large points in a Graham


Figure 5: Jarvis' algorithm need to compare a point with all of the rest.


Figure 6: Jarvis' algorithm picks the minimum $\theta$ (angle).


Figure 7: The second step in Jarvis' algorithm requires $n-1$ evaluations.


Figure 8: The $i$-th step in Jarvis' algorithm is able to delete those points inside the growing hull boundary.


Figure 9: Example of 3 convex hulls each constructed by, for example, Graham's algorithm, surrounding the points in each of the 3 partitions of $S$ as constructed by Chan's algorithm.

Scan type manner. If no convex hull is found, then incomplete is returned and the doubling technique is used to search further. There are $\operatorname{ceil}\left(\frac{n}{m}\right)$ possibly overlapping convex polygons, where each has at most $m$ vertices. It takes $O(m \log m)$ for Graham's scan. The preprocessing time is $O\left(\frac{n}{m}(m \log m)\right)=O(n \log m)$ with $h$ wrapping steps each costing $O\left(\frac{n}{m} \log m\right)$. Therefore, the total time is $O(n \log m+$ $\left.h\left(\frac{n}{m} \log m\right)\right)=O\left(n\left(1+\frac{h}{m}\right) \log m\right)$ according to [1].

```
Chan \((P, m, H)\)
    partition P into subsets \(P_{1}, \cdots, P_{\operatorname{ceil}\left(\frac{n}{m}\right)}\) each of size
        at most \(m\)
    for \(i=1, \cdots, \operatorname{ceil}\left(\frac{n}{m}\right)\) Do
        compute \(\mathrm{CH}\left(P_{i}\right)\) by Graham's scan
    \(p_{0} \leftarrow(0,-\infty)\)
    \(p_{1} \leftarrow\) the rightmost point of \(P\)
    for \(k=1, \cdots, H\) Do
        for \(i=1, \cdots, \operatorname{ceil}\left(\frac{n}{m}\right)\) Do
            compute the point \(q_{i} \in P_{i}\) that maximizes
            \(\angle p_{k-1} p_{k} q_{i}\left(q_{i} \neq p_{k}\right)\) by \(\operatorname{BinSEARCH}\left(p_{i}\right)\)
        \(p_{k+1} \leftarrow\) point \(q \in\left\{q_{1}, \cdots, q_{\text {ceil }\left(\frac{n}{m}\right)}\right\}\)
            maximizing \(\angle p_{k-1} p_{k} q\)
        if \(p_{k+1}=p_{1}\) Then return the list \(\left\langle p_{1}, \cdots, p_{k}\right\rangle\)
    return incomplete
```


## ChanWrapper $(P)$

```
for \(t=1,2 \cdots)\) Do
```

for $t=1,2 \cdots)$ Do
$L \leftarrow \operatorname{Chan}(P, m, H)$, where $m=H=\min \left(2^{2^{t}}, n\right)$
$L \leftarrow \operatorname{Chan}(P, m, H)$, where $m=H=\min \left(2^{2^{t}}, n\right)$
if $L \neq$ incomplete then return $L$

```
    if \(L \neq\) incomplete then return \(L\)
```


## 5. CONCLUSIONS

Three planar convex hull algorithms have been explicated, along with their order of complexity in terms of their number of basic operations. Diagramatic descriptions of the correctness of each algorithm have also been presented. Within the time constraints imposed, a $c$-degree of depth of understanding has occurred, for some slightly large constant $c$.


Figure 10: Find a point maximizing $\theta$ for a polygon, and choose the one maximizing $\theta$ over all polygons.
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