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ABSTRACT 

There have been a number of recent developments in architectures for privacy 

management. These architectures may be applied to the development of e-services. This 

chapter describes some driving forces and approaches for the development and 

deployment of a privacy architecture for e-services and reviews several architectures that 

have been proposed or developed for managing privacy. The chapter offers the reader a 

quick tour of ideas and building blocks for creating privacy-protection enabled e-services 

and describes several privacy information flow scenarios that can be applied in assessing 

any e-service privacy architecture. The chapter concludes with a summary of the work 

covered and a discussion of some outstanding issues in the application of privacy 

architectures to e-services. 

 

KEYWORDS: privacy, privacy management, privacy protection, service, e-service, 

web service, architecture 

 

INTRODUCTION  

Before describing several different architectures for managing privacy, it is worthwhile to 

describe briefly the privacy and e-services landscape. This section outlines the context 

and general approach for privacy architecture development.  
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Background and Context  

Over the past 6 years, major companies have used web services (i.e. Internet-enabled 

services) and e-services (network enabled services) interchangeably. For the purposes of 

this chapter we will use the term e-service to apply to either a web service (non-standards 

based Internet-enabled service) or a Web Service (XML standards based Internet-enabled 

service).  E-services mean different things to technical people and business people. From 

the business context, e-services are described as an emerging paradigm that offers 

increased efficiency, enhanced services and stronger customer relationships through 

Internet-enabled applications that are reusable and customizable to user needs. E-services 

may be applied to Business-to-Consumer, or Business-to-Business situations. Moreover, 

the approach with e-services is to provide more value to customers. Adding value 

involves discerning what clients want. A service supplier may attempt to discern wants 

and needs through questionnaires or surveys, inferences from other data sources, or 

through direct requests from the consumer.  

From the technical point of view, standards based e-services refer to a set of 

programming standards that makes the interplay between different types of software over 

the Internet happen without human intervention. These standards include Extensible 

Markup Language (XML), Standard Object Access Protocol (SOAP), Web Services 

Description Language (WSDL) and a variety of other web services definition languages. 

Middleware is built around these standards to support delivering technology to a 

customer over the Internet. For the purposes of this chapter, we can simply define an e-

service as: a service or resource made available on the Internet.  
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The value service providers offer to customers in recent times stem from increasingly 

personalized services. Personalized services are selected on the basis of the needs and 

desires of clients. These are often directly associated with the name, and other personally 

identifiable information associated with the customer. In fact, in order to determine 

possible follow-on services in which a client may be interested, a service provider may 

resort to data mining from many different sources, collecting or inferring information 

about a client that may be quite personal. Considering the acceleration in technology 

development in support of deploying new services, the growing variety of services being 

developed, and the underlying approach of compiling, storing and analyzing information 

about users in an attempt to increase service value, it is clear that there are significant 

pressures on privacy. The pressures to build service applications rapidly to meet the new 

revenue opportunities also lead to questions regarding the implementation of security 

technology in support of privacy functions.  

It is important to understand that the concept of privacy from the legal perspective is in 

disarray (Soslove, 2002). Without a consistent definition of privacy, adjudication and 

law-making do not fare well against the concrete and competing interests of other parties. 

Similarly, attempting to build privacy technologies based upon legal compliance is 

tantamount to building a product without appropriate requirements specifications. In fact, 

researchers and developers today often base their concepts and developments on core 

ideals related to privacy. Privacy principles, for instance, such as those compiled by the 

Canadian Standards Association (CSA) provide some general guidelines that have been 

used to form the basis of some technology developments.  

 4



Yet there are several aspects other than legislation that lead to determining technology 

and procedures to be put in place for e-service privacy. At this point it is worthwhile to 

examine the contributing factors to the need for privacy from the organizational 

perspective. Shaping users’ or citizens’ attitudes toward privacy are four items (Figure 1): 

 

 

Figure 1. Citizens’ attitudes towards privacy attitudes stem from 4 driving forces: 

Corporate Policy, Legislation, Social Norms, and Technology. 
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• Most organizations have organizational policies for dealing with personally 

identifiable information. In this case, organizations may include government, private 

sector and not-for-profit corporations. The policy may be the based upon the 

organization’s philosophy towards its business or clients. The policy may also reflect 

legal requirements, requirements based upon the organization’s business model or 

requirements of its partners. 
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• Legislation also affects privacy attitudes. If privacy is held highly for a country, its 

laws and the emphasis on compliance to those laws will be of a high standard and will 

influence organizational policies and social norms as well as overall privacy attitudes. 

• Social Norms add another dimension to privacy attitudes. Social norms are modulated 

by circumstances. For instance, when users are not identified they tend to be freer 

with their personal information (Cranor, 1999). 

• By technology we mean all sorts of technology in our environment. Technology 

affects privacy attitudes. In combination with where and how it is deployed or used, 

technology has an effect on privacy attitudes. For instance, cameras located in public 

areas along with notices of camera surveillance may lead to a reduction in shoplifting. 

However, a camera connected to a home computer being used by someone who is at 

ease with the technology may lead to exhibitionist behavior! 

 

Clearly, there is interplay between all of the factors that drive privacy attitudes. Social 

Norms, for instance drive legislation, corporate policy, and technology development. 

Technology may be regulated by legislation, metered by organizational policy and driven 

by social norms. Context has another role to play in the perception of what is private 

(Cranor et al., 1999) and may be reasoned about in different ways (Lessig, 1998). 

Within an organization, privacy technologies are developed and deployed based upon 

corporate policy which is developed and modulated by competitive pressures, consumer 

expectations, technology and legislation, and the result of any litigation regarding how 

other organizations have dealt with private data (Figure 2). 
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Figure 2. Corporate drivers for privacy technologies 
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• Technologies in Figure 2 refer to all technologies, but in particular those that may 

have a threat upon privacy of personal data (e.g. insecure databases, insecure 

protocols that may be used for an e-service, scanning and sniffing software, radio 

frequency identification tags, etc.). 

• Competitive pressures arise mainly due to influences in a business environment, 

wherein services are offered at increasingly competitive prices, or at the same and/or 

lower prices, but with increased service levels. 

• Consumer expectations drive what an e-service may offer as well as how the service 

provider is expected to deal with personal data. 

• Service providers may be covered under certain legislation regarding privacy aspects 

of the services they offer and the nature of the data involved. Litigation and 

settlements with respect to privacy-related disputes drive corporate privacy policy. 

Procedures prescribing how data must be dealt with may be driven by pertinent 

legislation and the threat of litigation. 
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An organization’s technology requirements for maintaining its privacy policy may vary 

greatly from service to service. While there may be potential legal requirements for 

implementing privacy approaches, organizations take several steps to be in a position to 

develop and implement privacy enhanced processes. These steps are described in table 1. 

 

Table 1. Privacy-sensitive approach towards service implementation. Note that this list 

does not cover all aspects of a service, only those pertaining to privacy 

Step Description/Notes Involvement 

1.Determine 

organizational roles 

and responsibilities 

For the service to be provided, 

determine organizational roles and 

responsibilities 

Legal, executive 

management, 

government, privacy 

officer 

2.Develop 

organizational privacy 

policy and security 

policies 

The policies will evolve over time, 

with changes in the organization, 

services provided, feedback from 

customers, legislative and 

technology changes. 

Legal, management, IT 

staff, privacy officer 

3.Educate/inform staff 

and outsiders 

This step would have started with 

the results of step 1. Within the 

organization, at all levels, via 

written, electronic and oral 

communication inform and educate 

the staff about the roles of those 

responsible for privacy and security 

and the security and privacy policies 

themselves. 

All staff. 

4.Thoroughly 

understand the service 

to be deployed, 

especially regarding 

data collection, 

processing and 

storage. 

Data collected: 

• Determining the data to be 

collected. Does it relate or is it 

linked with the identity of people 

using the service? In this analysis 

the objective is to minimize the 

amount of data collected, thus 

minimizing potential privacy 

exposures. 

• May the user select what is to be 

collected? 

• Why is the data needed? Some 

data must be collected to provide 

the service, other data may be 

Service architect, 

consultation with legal, 

management, privacy 

officer 
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used for logging or tracking 

purposes.  

• How long is the data required? 

• Will there be a pseudonymous or 

anonymous service? 

• How and where will personal data 

be stored? 

What sort of logging will the service 

application use and is it possible to 

discern personally identifiable 

information from log entries? 

5.Develop a privacy 

policy for the service 

Based upon organizational policy, 

legal or regulatory requirement, and 

requirements for the service and 

business arrangements related to the 

service, develop a privacy policy 

Privacy officer, service 

architect, legal, 

management 

6. Technical design and 

implementation of the 

service 

Items to consider: 

• Privacy policy disclosure: How 

will it be revealed to the user? 

• User interfaces for the service 

need to be carefully designed and 

tested to build the trust levels of 

the user 

• Test it well 

Service architect, 

programming staff 

7. Privacy impact 

assessment 

It is advisable to have a qualified 

external professional perform a 

privacy impact assessment, because 

of the experience and objectivity 

such a company brings. It is 

worthwhile having an assessment 

done at early stages of the design to 

lessen the chance of privacy-

impaired design. 

Privacy officer, 

consulting professional, 

or internal staff with 

appropriate experience 

and latitude to perform 

the assessment. 

8.Launch service Monitor feedback from clients 

regarding privacy issues. Correct 

/improve procedures and/or the 

application to deal effectively with 

feedback. 

Service architect, 

programming staff, 

privacy officer 

9.Improve service Based upon feedback from clients or 

technical assessments made of the 

service application and support 

networks or hardware. Steps 7, 8, 

and 9 may iterate representing new 

levels of services or improvements 

coming  on stream. 

Architect, 

programming staff, 

privacy officer, other 

IT staff, management, 

marketing 
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PRIVACY ARCHITECTURES FOR E-SERVICES 

Having covered background information regarding privacy and e-services and an 

approach for deployment of e-services, we now describe several different technologies in 

various states of development to provide an overview of privacy-enhancing technologies 

for eservices. The reader may read further about broader guidelines for e-service or web 

service architectures elsewhere (WSA, 2004). The privacy technologies covered include: 

IBM’s Enterprise Privacy Architecture (EPA), CONFAB: a system targeting pervasive 

services, a description of privacy features in the Liberty Alliance ID-Web Services 

Framework (Liberty Alliance-1, -2, -3) and an approach for using digital rights 

management to meet the needs expressed in the privacy principles. EPA is an architecture 

that is used by IBM in the development of privacy services for its clients. CONFAB is a 

research project that uses a policy-based approach for privacy management in pervasive 

applications. This work is of particular interest in the development of future e-services 

that would respect privacy preferences in an environment where a great deal of personal 

information, including location may be gathered and stored in many devices with 

different ownership. The description of the Liberty Alliance ID Web Services framework 

provides a real-world example of privacy management for a web service, whereas the 

digital rights management approach for privacy management describes procedures for 

handling several different situations dealing with personal data that can be applied for 

many different situations. 
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IBM Enterprise Privacy Architecture 

The objectives for developing the IBM Enterprise Privacy Architecture were: helping 

organizations understand how privacy impacts business processes, and maximizing e-

business trust. Based on privacy best practices and business requirements, EPA maps 

players, rules, and data to new or existing business processes by using object-oriented 

methods. This approach was intended to help organizations minimize the risks of 

inadvertent privacy disclosures by showing them where Personally Identifiable 

Information (PII) is stored in their enterprise and how to effectively manage it. 

 

In order to introduce privacy-awareness and privacy services into enterprises in a 

systematic and complete way, IBM EPA is structured in four building blocks: the 

management infrastructure, the privacy agreement framework, the technical architecture, 

and the privacy regulation analysis. The management infrastructure enables an enterprise 

to define: its privacy strategy (e.g., embedding business best practices or rules into 

privacy policy), the general controls to enforce the privacy policy (e.g., supporting and 

ensuring general policy compliance), and the privacy practices to translate the privacy 

policy into its business processes. The privacy agreement framework provides a 

methodology for embedding the privacy policy into business processes, mapping the 

privacy parties, rules, and data, and minimizing the risks of inadvertent privacy 

disclosures. The technical architecture defines the supporting technology for 

implementing the required privacy services. The privacy regulation analysis identifies the 

applicable regulations. Figure 3 depicts the building blocks of the IBM EPA (Karjoth et 

al., 2002). 
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Figure 3. Building blocks of the IBM Enterprise Privacy Architecture. 
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Management Infrastructure: The EPA management infrastructure is the tip of the EPA 

pyramid. It enforces an enterprise privacy strategy through a comprehensive privacy 

management program down to the implementation of privacy practices. The management 

infrastructure consists of three components: Strategy, Controls, and Practices. Figure 4 

depicts their components and relationships (Brown, 2003). 

 

• Strategy: This defines the high-level privacy and security policies and generates the 

privacy and security strategies for an enterprise. 

• Controls: This defines the general controls to enforce the policies. The controls 

include a privacy requirements process, an information classification & control 

program, a compliance process, a definition of the organizational roles & 

responsibilities, and an employee education program.  

• Practices: This incorporates and translates the policies into an enterprise’s business 

processes. The practices include an external communication program, a privacy 
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statement, a customer preference process, an individual access process, a contact & 

dispute process, information access controls, and a data retention management 

program.  

 

 

Figure 4. Components and their relationships of the EPA management infrastructure 
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Privacy Agreement Framework: The privacy agreement framework provides the 

privacy management for privacy-enabling business processes at the transaction level. The 

processes connect the individual to the enterprise, map data collection, storage, uses, 
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disclosures, and retention, minimize risk, and optimize the personal information (PI) 

handling processes by limiting collection, use, and disclosure according to the risk 

analysis of the threats and vulnerabilities. The framework consists of three major models: 

Players, Data, and Rules. Figure 5 depicts a process model for optimizing PI handling 

processes for privacy (Brown, 2003). 

 

 

Figure 5. Process for optimizing PI handling processes for privacy 
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• Players: The players are the interaction entities in the data collection processing. 

They are data subjects or users. 

• Data: This model identifies the required data for the collection processes. Based on 

the privacy-enhancing technologies (Goldberg et al., 2002; Lysyanskaya et al., 2000; 

Pfitzmann et al., 2000), the data can be categorized into three classes for privacy 

protection: personally identifiable information (PII), de-identified information, and 

anonymized information. PII is the most sensitive personal information that can be 

linked to a real-world identity, e.g., a social security number. De-identified 

information is the information replaced by a pseudonym. Anonymized information is 
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the least sensitive personal information that can be obtained by removing all personal 

data. 

• Rules: This model identifies the rules for the data usage.    

 

Technical Architecture: The technical architecture provides the necessary supporting 

technologies to ensure that an enterprise provides sufficient privacy protection to its 

customers. The technologies include a policy management system, a privacy enforcement 

system, and an audit console, and others. Figure 6 depicts the IBM EPA technical 

architecture (Brown, 2003). The major components are: 

 

• Policy Management System: The policy management system enables the system 

administrators to define, change, and update policies, and assigns the policies to the 

privacy enforcement system. 

• Privacy Enforcement System: The privacy enforcement system enforces the privacy 

protection for all personal data based on the policies it obtains from the policy 

management system, and offers the auditing data to the audit console. The privacy 

decision and privacy-enabling technologies are two major components of the privacy 

enforcement system. The privacy enabling technology can promise fair information 

practices to its customers. Furthermore, the privacy statements/policies can be 

formalized using the Platform for Privacy Preferences (P3P) and enforced directly 

within enterprise applications by the IBM Enterprise Privacy Authorization Language 

(EPAL).  

 15



• Audit Console: The audit console enables the privacy officers to review the policies 

and audit information. 

 

 

Figure 6. IBM EPA Technical architecture 
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Privacy Regulation Analysis: EPA privacy regulation analysis uses regulatory summary 

and regulation rule tables to solve the regulatory compliance challenges. The regulatory 

summary tables summarize the applicable regulations with a unified terminology. The 

regulation rule tables describe the specific enterprise-based regulation rules with more 

formal style, for instance, an entry describing which party can access which type of data, 

and referring it to the legal regulation. 
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With privacy-friendly business processes and privacy-enabling security technology, IBM 

EPA provides a methodology for enterprises to enhance privacy protection for their 

customers. Its advantages include providing a well-defined level of privacy to customers, 

protecting the customer’s data from privacy violations by regular employees, systems, or 

others, maximizing the business use of personal data for an enterprise, and respecting 

privacy regulations. In addition, the IBM EPA has integrated some new (e.g. EPAL) or 

existing (e.g. P3P) privacy-enhancing technologies into the system for defining enterprise 

privacy practices. IBM now uses EPA for its privacy technology consultation practice. It 

is also undergoing further research and development to create new privacy technologies 

related to: pseudonym-credential practice for identity protection, and privacy regulation 

analysis for privacy law/principles translation. The architecture assumes that the 

customers must trust the privacy administrators and privacy enforcement systems of the 

enterprise. Moreover, IBM EPA also appears to be the company’s business model for 

targeting opportunities in their consulting services division for managing privacy for 

organizations (IBM Bus). 

Privacy Architectures  for Ubiquitous Applications and Privacy Policy 

Compliance  

In this section, we examine two previous works that deal with privacy architectures for e-

services. Hong and Landay (2004) provide a toolkit, Confab, for facilitating the 

development of privacy sensitive ubiquitous computing applications. Yee and Korba 

(July 2004) propose an architecture for a privacy policy compliance system that operates 

within every service provider to ensure conformance to an user’s privacy policy. In the 
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following, we summarize the key results of each work, and compare the approaches in 

terms of several headings. 

CONFAB: Privacy for Ubiquitous Computing Applications 

Hong and Landay address the difficulty of designing ubiquitous software applications 

that are privacy-sensitive or that help the user to manage his/her privacy (Hong & 

Landay, 2004). Their solution is to provide a toolkit with embedded data and 

programming models that can be used by developers to develop such applications. 

Summarized below are the privacy requirements for ubiquitous applications that they 

obtained through surveys of end users and application developers. 

 

End–User Privacy Requirements: 

• Clear value proposition: an upfront value proposition that leaves no doubt as to what 

benefits are offered and what personal information is needed to offer those benefits; 

• Simple and appropriate control and feedback: simple control over and feedback 

about who can see what information about the end-user; 

• Plausible deniability: addresses a social need to avoid potentially embarrassing 

situations, undesired intrusions, and unwanted social obligations, e.g. a person 

answers with a white lie when asked on the phone what they are doing; 

• Limited retention of data: addresses concerns over long-term retention of personal 

data that can lead to unforeseen and unwanted use of the data; 

• Decentralized control: addresses fear that personal data is stored on a central 

computer over which the end-user has very little practical control; 
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• Special exceptions for emergencies: the idea that in emergency or crisis situations, 

safety far outweighs privacy needs, e.g. disclosing personal health information in 

return for treatment in an emergency.  

 

Application Developer Privacy Requirements 

• Support for optimistic, pessimistic, and mixed-initiative applications:  in pessimistic 

applications, end-users set up preferences beforehand and place strict constraints on 

when personal information can flow to others; optimistic applications allow greater 

access to personal data but make it easier to detect abuses after the fact with logs and 

notifications; in mixed-initiative applications, the end-user is interrupted when there 

is a request for personal information and he/she must make a decision to allow it or 

not on the spot; 

• Tagging of personal information: marking personal information with privacy 

preferences, e.g. whether forwarding is allowed or amount of time to retain the 

information; 

• Mechanisms to control the access, flow, and retention of personal information 

(quantity): controlling the quantity of information disclosed to others, e.g. only people 

in the same building as myself can see my location, or colleagues can see my location 

between 9AM and 5 PM; 

• Mechanisms to control the precision of personal information disclosed (quality): 

granular control over the precision of disclosures (the quality of disclosures), e.g. 

giving one’s location as “123 Main Street” or “Ottawa”; 
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• Logging: for both clients and servers; for clients, logs facilitate understanding who is 

accessing what data; for servers, logs facilitate service audits to ensure that the 

clients’ personal data is handled properly.  

 

Hong and Landay summarize these requirements into four high-level requirements as 

follows: 

• “A decentralized architecture, where as much personal information about an end-user 

is captured, stored, and processed on local devices owned by that end-user”; 

• “A range of mechanisms for control and feedback by end-users over the access, flow, 

and retention of personal information, to support the development of pessimistic, 

optimistic, and mixed-initiative applications”; 

• “A level of plausible deniability built-in”; 

• “Special exceptions for emergencies”. 

 

The authors illustrate the kind of applications that they wish to support with their toolkit 

by using two scenarios: a Find Friend scenario and a Mobile Tour Guide scenario.  In the 

Find Friend scenario, employees can use a server to share their location information with 

one another. Employees choose to upload updates to the server at different levels, e.g. 

room level or floor level. The server is set up to notify a person whenever his/her location 

is queried and to accept queries only if the requestor is physically in the same building. In 

the Mobile Tour Guide scenario, a person visiting a city for the first time uses the Guide 

in conjunction with his/her location-enabled device to have a location-enhanced tour 

guide. The Guide can provide different levels of service depending on the level of 
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location detail the person shares. For example, if the location information is at the city 

level, the Guide can provide information on calendar events or the length of lines at 

major venues such as museums, whereas if the location information is at the 

neighborhood level, the Guide can additionally include information on interesting shops 

and other nearby points of interest. 

To answer the above requirements, Hong and Landay devised the Confab toolkit with 

data and programming models that facilitate the design of privacy-sensitive ubiquitous 

applications. We next examine these models.  

Confab’s data model makes use of “infospaces” that are assigned to people, places, 

things, and services in order to represent contextual information. An infospace is a 

network addressable logical storage unit that stores context data about the entity to which 

it is assigned (see Figure 7). For example, Alice’s infospace contains context information 

on her health, location, and activity.  The following points apply to infospaces: 

 

Figure 7. Ovals represent infospaces about a person, a place, or a thing. Squares 

represent tuples of contextual information associated with infospaces. 
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• Infospaces can be populated by sources of context data such as sensors.  
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• Applications can retrieve and manipulate infospace data to accomplish context-aware 

tasks. 

• Individuals can specify privacy preferences for how their infospaces handle access 

control and flow. 

• Infospaces are managed by infospace servers. 

• The basic unit of storage in an infospace is the “context tuple”. Tuples can represent 

an attribute about an entity (e.g. a person’s age), a relationship between 2 entities (e.g. 

a person is in a room), static pieces of contextual information (e.g. an email address), 

or dynamic contextual information (e.g. a person’s location); tuples can optionally 

have a “privacy tag” that gives hints from the end-user on how that tuple should be 

used when it flows to another computer outside the end-user’s control (e.g. when the 

tuple should be deleted). 

 

Confab’s programming model consists of methods and operators. Infospaces support 2 

kinds of methods: “in” and “out”. In methods include add and remove, and determine the 

data stored in an infospace. Out methods affect the data leaving an infospace and include 

query, subscribe, unsubscribe, and notify. Infospaces also support operators for 

manipulating tuples. There are 3 types of operators: in, out, and on. In operators run on 

all tuples coming in through in methods, e.g. check the infospace’s access control polices 

to make sure the tuple can be added. Out operators run on all tuples going out through out 

methods, e.g. block tuples if end-user is in “invisible mode” (end-user does not want to 

give any information out). On operators run periodically, e.g. garbage collection.  Hong 

and Landay include the following operator types (Table 2): 
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Table 2. Confab operators 
 

Operator Type Description 
In Enforce access policies 

Enforce privacy tags 
Notify on incoming data 

Out Enforce access policies 
Enforce privacy tags 
Notify on outgoing data 
Invisible mode 
Add privacy tag 
Interactive 

On Garbage collector 
Periodic report 
Coalesce 

 

 

 

The interactive operator (Table 2) allows the end-user to have control over disclosures by 

displaying a simple GUI that allows the user to choose between disclosing the 

information just this once, ignoring it, or permanently denying access. The coalesce 

operator deletes tuples with repeated values. For example, location tuples can be 

duplicated if the person stays at a particular location over some period. The coalesce 

operator sorts the location tuples by time and deletes the tuples with duplicate values. 

Operators are loaded through a configuration file on startup and execute in the sequence 

in which they were added. Each operator in addition has a filter that checks if it should be 

run on a specific tuple. Once an in or out method is called, a sequence of the appropriate 

operators is put together and run on the set of incoming or outgoing tuples.  

Confab’s programming model also supports service descriptions and active properties 

objects. Service descriptions are published by applications and provide basic information 

about the service as well as describe service options on features and what data types and 

data formats are needed from the user. A client application making a request on an 

infospace would first of all send its service description, for which the infospace can use a 
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previously stored configuration if it has seen the service before, or display a default GUI 

for the user to choose whether to allow access, choose options, and indicate how long the 

settings should last.  An active properties object simplifies the task of querying for and 

maintaining context state in applications. Queries can be placed in an active properties 

instance and be periodically executed for up-to-date values. 

We conclude our summary of Hong and Landay by describing one of the applications 

they built using Confab. They call this application “Lemming”, a new location-enhanced 

instant messenger client that provides two novel features. The first novel feature is the 

ability to request a user’s current location so that when the request is received, the end-

user can choose “never allow”, “ignore for now”,  “just this once”, or “allow if…” to 

allow requests under certain conditions.  When a location request is received, the end-

user’s instant messenger client issues a query to the user’s infospace for the user’s current 

location. The infospace checks to see if there is a context tuple representing location 

information, and then checks the age of the tuple to see if it is “current” (20 minutes by 

default). If the location tuple exists, it next flows through the out operators defined in the 

infospace. Three operators are of interest here: the Enforce Access Policies, the 

Interactive, and the MiniGIS operators. The enforcement operator checks if there is an 

existing policy associated with the end-user and applies the policy if it exists. The 

Interactive operator also checks for the policy and displays a GUI to let the end-user set a 

policy if the policy does not exist. The MiniGIS operator converts the data from 

latitude/longitude to a place name. The second novel feature involves the ability to 

automatically display a current location as an away message. The message can 

automatically update itself as the end-user’s location changes. The instant messenger 
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client sets up a query to retrieve the location every 60 seconds, and then displays this 

location in the away message.  

The authors summarize the advantages of their work with the following points: an 

extendable suite of mechanisms for managing privacy, and personal information is 

captured, stored, processed on the user’s computers.  

 

Privacy Policy Compliance System 

Yee and Korba examine how an e-service client can be assured that the e-service provider 

with whom he/she is interacting complies with his/her privacy policy (Yee & Korba, 

July, 2004). Underlying this is an e-services transaction model in which an e-service 

client and the corresponding provider each have a privacy policy that specifies their 

separate privacy preferences. The client’s privacy policy specifies what private 

information the client is willing to give up and the conditions for access to the 

information (e.g. the provider can only have access during week days). The provider’s 

privacy policy specifies what private information the service requires and the conditions 

that govern the provider’s access to the information (e.g. need access every day of the 

week). The e-service can only be engaged if the client’s privacy policy matches the 

provider’s privacy policy. The authors’ previous work considers policy negotiation 

(wherein there is no policy match) (Yee & Korba, Jan, May, 2003), how privacy policies 

can be semi-automatically generated (Yee & Korba, 2004), and how a match can be 

determined (Yee & Korba, 2005). However, we are interested here in their work on 

privacy policy compliance. 
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Yee and Korba’s approach to the problem is to design a Privacy Policy Compliance 

System (PPCS) that has an embedded private data controller. Basically, the PPCS 

intercepts the user’s data and ensures that processing of the data complies with the 

client’s privacy policy. Prior to presenting the design of the PPCS, the authors derive 

requirements for the PPCS based on Canadian privacy legislation. These requirements are 

summarized as follows: 

 

Requirements for the PPCS 

• Clear Purpose: for each purpose for which private information is collected, the PPCS 

must provide clients with an explanation of what information is necessary in order to 

accomplish the purpose;  

• Limiting Use, Disclosure, and Retention: for each purpose for which private 

information is collected, the PPCS must provide clients with an explanation of how it 

intends to use or disclose the client’s private data; in addition, the PPCS must ensure 

that all copies (including copies disclosed to other parties) of the client’s private 

information is deleted at the earliest of a) the time when the data is no longer needed 

for the fulfillment of the purpose, or b) the expiration of the data’s retention time; 

• Accuracy: the PPCS must provide a facility with which clients can access, check the 

accuracy, update, and add to their private data, as necessary for the corresponding 

purposes; 

• Openness: upon request, the PPCS must display the provider’s specific information 

about its policies and practices relating to the management of private information; 
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• Individual Access: upon a client’s request, the PPCS must inform the client of the 

existence, use, and disclosure of his/her personal information, and give him/her 

access to that information;  

• Challenging Compliance: upon request, the PPCS must allow the client or the client’s 

designate to review the secure log (all PPCS actions are securely logged) to verify 

compliance to his/her privacy policy.  

• Safeguards: the PPCS must have appropriate security safeguards in place to protect 

the client’s private information from unwanted disclosure. 

 

To satisfy these requirements, the authors propose the architecture in Figure 8.  

 

We now describe each of the components in Figure 8. The Web Interface provides a UI 

for interactions with the client, client designate, or any Internet user (for checking 

provider information requirements for specific purposes). The Web Interface also 

establishes a secure channel to the client or client delegate and authenticates them. The 

Privacy Controller controls the flow of provider and client information and requests to 

fulfill the client’s privacy policy; specific actions include: a) make log entries, b) delete 

private information upon completion of purpose or information expiry, c) grant access for 

client update of private information (including the update of information that has been 

provided to third party data processors), d) grant access for the examination of logs and 

comparisons of information, e) upon request, inform the client of the existence, use, and 

disclosure of his/her private information. The Database Access component provides 

read/write access to the databases as requested by the Privacy Controller, and handles 
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security protection for the databases. The Private Data Import/Export component sends 

private information disclosures to other providers, receives private information 

disclosures from other providers, sets up secure channels to other providers for sending 

information disclosures, and authenticates the providers. Three databases store 

information belonging to the provider, the client, and the system (logs). Provider 

information includes provider privacy policies, purposes, and so on. Client information 

includes client privacy policies and clients’ personal information. Logs include entries for 

PPCS-client actions such as information collection, information use and disclosure, 

information access and update, and information deletion. Finally, the Service Processes 

represent the services offered; the arrow going out of these processes indicates private 

information collected by the services; the arrow going in represents private information 

required by the services. 

 

 

 

Figure 8.  PPCS architecture 
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Yee and Korba point out how parties who have received private information disclosures 

can be expected to delete the information upon completion of purpose or information 

expiry. “Such parties are considered to be subcontractor providers of the first provider 

and provide services to the first provider that are needed to complete the purposes of the 

first provider. In this case, the first provider is actually a consumer. As a consumer, the 

first provider has negotiated a consumer privacy policy with each subcontractor provider, 

containing the required purposes and information retention times reflecting the wishes of 

the original consumer. The PPCS of each subcontractor provider then deletes the original 

consumer’s private information upon completion of the purposes in the privacy policy 

agreed with the first provider or upon information expiry.”  

The use of PPCSs to ensure privacy policy compliance is actually a distributed approach, 

where the PPCSs communicate among themselves to share information (via the Private 

Data Import/Export component). Each provider is expected to have one or more PPCSs, 

depending on how many services it is offering. This situation is depicted in Figure 9 

(clients not shown). 
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Figure 9. Distributed nature of PPCSs. Here, Provider 3 discloses private information to 

Provider 1; Provider 5 discloses private data to Providers 2 and 4. 
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Comparison of Confab and PPCS approaches 

We compare the above two approaches using the following 9 headings. Our comparison 

is given in Table 3. 

• Application area: the type of e-services targeted by the approach; 

• Effectiveness at preserving privacy – general: How effective is the approach at 

preserving user privacy? Is it foolproof? 

• Effectiveness at preserving privacy –  disclosures: How effective is the approach at 

preserving user privacy for user data that is disclosed to a third party? Is it foolproof? 

• Method for assuring clients: How are users assured that their privacy has been 

preserved? What gives them the confidence? 

• Scalability: Is the approach scalable? 

• System security: Are any components of the implementation vulnerable to attack? 
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• Validation: Has the approach been validated through testing with a prototype? 

• Ease of implementation: How easy is it to implement the system? Does it require 

further research? Are there already implementations or prototypes? 

• Costs: How expensive is it to implement the system? Is the expense comparable to the 

expense of implementing similar software? Do the costs make business sense? 

 

 

Table 3. Comparison of approaches for preserving user privacy 

 
Comparison Item Hong and Landay Yee and Korba 

Application Area Ubiquitous application software, 
e.g. find friend service, mobile 
tour guide service; payment for 
service may not be first priority 

Internet-based e-business, e.g. 
Amazon.com, Futureshop.ca; 
payment for service first priority; 
approach may be applied to 
distributed e-services 

Effectiveness at 
Preserving Privacy - 
General 

Fulfills privacy requirements 
under safe environment; can be 
defeated if infospaces and 
software not under user control 

Fulfills privacy requirements 
under safe environment; can be 
made “mostly secure” 
(researching defense against 
malicious copying of user data) 

Effectiveness at 
Preserving Privacy - 
Disclosures 

Appears effective, making use of 
privacy tags, although details of 
security measures are not 
provided. 

Appears effective, making use of 
recursive provider-client 
relationships, although details of 
security measures are not 
provided. 

Method for Assuring 
Clients 

Clients receive feedback, e.g. 
notification of location request; 
personally identifiable 
information stored on computing 
equipment owned by the client 

Clients check secure logs to 
verify privacy policy compliance 

Scalability Mostly scalable, bottleneck may 
occur in high volume multiple 
disclosures to the same entity. 
There may be “policy chatter” 
caused by exchanges with 
entities requesting data. 

Mostly scalable, bottleneck may 
occur in high volume multiple 
disclosures to the same entity or 
in exhaustion of a PPCS due to 
too many clients (but fix is to add 
more PPCSs) 

System Security Security measures not described 
but can be added 

Security measures fully 
described 

Validation Validated by existing working 
applications 

Needs to be validated by building 
and testing with a prototype 

Ease of Implementation Appears straightforward; privacy 
provisions are part of the design 
and present from the beginning 

Appears straightforward but 
needs validation; PPCSs can be 
added to existing services  

Costs Incremental costs hidden in the 
costs of software development; 
does not appear to add 
inordinately more to the costs of 

Very visible up-front costs (the 
cost of acquiring and adding a 
PPCS); however, fully 
recoverable as a cost of doing 
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developing the same software 
but without privacy provisions 

business due to attracting more 
clients through privacy provisions

 

 

 

Liberty ID-Web Services Framework – Privacy Features (Version 2) 

The Liberty Alliance ID-Web Services Framework (ID-WSF) is an architectural platform 

for building secure, privacy-respecting, identity-centric web services. ID-WSF defines a 

common framework for web services of authentication, message protection, service 

discovery & addressing, policy & metadata advertisement, and data interaction (e.g. 

query & modify). More information is available from the Liberty Alliance (Liberty 

Alliance-1, -2, -3). 

Privacy is a central tenet of the Liberty Alliance (there is an Expert Group within the 

Alliance dedicated to such issues) and ID-WSF in particular. The following sections 

highlight certain aspects of ID-WSF designed to enable good privacy. We provide a brief 

description below of some of the privacy considerations given for three different aspects 

of the service: consent, usage directives, and the interaction service. 

 

Consent 

ID-WSF-based entities may wish to claim whether they obtained the Principal’s consent 

for carrying out any given operation. The Liberty SOAP Binding specification defines the 

<Consent> header block to allow Web Service Clients to indicate to the Web Service 

Provider that they have obtained the consent of the relevant Principal for the release of 

the location data. 
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The sample message below shows the <Consent> header block in a SOAP message 

requesting the release of a particular principal’s location data.  

 
<S:Envelope> 

 <S:Header> 

  <Consent id="A124395732495743"  

  uri="urn:liberty:consent:obtained" 

  timestamp="2112-03-15T11:12:10Z"/> 

 </S:Header> 

 <S:Body> 

 Request for Location Data 

 </S:Body> 

</S:Envelope> 

 

 

It is important to note that the <Consent> Header block as shown above is a claim 

made by the Web Service Client requesting the location data. The policy of the Web 

Service Provider hosting the service will determine if the claim is sufficient evidence of 

consent. 

 

Usage Directives 

 

The ID-WSF SOAP Binding provides a SOAP-based invocation framework for identity 

services. Within this framework, Liberty defines a usage directive container in which the 

policy requirements for attribute data, once released, can be carried. As an example, even 

if the privacy policy for a principal were to allow their PII to be released, the Web 

Service Provider might include with the location data any obligations that the requesting 

Web Service Client must fulfill or be in breach. Similarly, the Web Service Client can 

use the same <UsageDirective> Header block on its request to indicate its intent for the 

location data, if released. This is shown below. 
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<S:Envelope> 

 <S:Header> 

       <UsageDirective S:mustUnderstand="1"> 

  <cot:PrivacyPolicyReference> 

  http://circle-of-trust.com/policies/eu-compl liant/location 

  </cot:PrivacyPolicyReference> 

       </UsageDirective> 

 </S:Header> 

 <S:Body> 

 Request for Location Data 

 </S:Body> 

</S:Envelope> 
 

 

The Web Service Client inserts a reference to a specific privacy policy for location data 

in a PrivacyPolicyReference element (defined by some community of interest separate 

from Liberty). This information will feed into the Web Service Provider’s decision to 

release the location data or not. 

 

Interaction Service 

A Web Service Provider will sometimes need to interact with the principal for which PII  

is being requested in order to clarify privacy policy. An Interaction Service allows Web 

Service Providers to ask the principal such as policy clarification queries without bearing 

the burden of maintaining the relevant addresses and details (e.g. Call me on my work 

phone during working hours but send me an IM Instant Message at any other times.) 

 

Privacy Rights Management using Digital Rights Management 

The examples above should manage the information flows appropriately.  This section 

describes three typical message flows that must be maintained by privacy management 

architectures. Korba and Kenny described an architecture employing a rights 

management approach for the management of individual privacy rights as expressed by 
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European Union privacy principles. Their work goes on to provide some detail as to how 

to extend both XML (Kenny & Korba, 2002) and ODRL (Korba & Kenny, 2002) to meet 

the requirements for privacy rights management (PRM). This approach is useful in the 

context of systems like CONFAB and IBM’s Enterprise Privacy Architecture as well as 

PPCS.  

Within PRM there are four entities: the Data Subject (the person who owns the personal 

data), Personal Data (or Personally Identifiable Information (PII)), the Data Controller 

(the person, agency, public authority or other body which alone or jointly with others 

determines the purposes and means of processing personal data), and the Data Processor 

(the natural or legal person, agency, public authority or other body, which processes 

personal data on behalf of the controller). This arrangement logically matches the entities 

used to describe the obligations under privacy laws in many countries. Privacy principles 

are used to describe the general aspects associated with privacy laws (see chapter entitled 

“Legislative Bases for Personal Privacy Policy Specification” in this book). A privacy 

architecture must accommodate the privacy principles as they pertain to the service and 

jurisdiction in which it is being offered. In order to understand what is involved for Data 

Processors, Controllers and Data Subjects with respect to handling of personal data, one 

must explore the implications of the privacy principles and the systems involved. For 

instance, it is often the case that Data Subjects do not know which Controllers have what 

data, and whether it is accurate. Data Controllers and Processors may lose track of the 

data entrusted to them. This section explores the rights management approach by 

describing data flows related to particular data management cases and that are intended to 

meet privacy principle requirements.  
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Privacy Rights Management in Operation 

Within PRM, servers handle the functions of the Data Controllers and Data Processors. In 

order to perform those functions, the Data Controller and Data Processor servers must 

maintain and use different sets of data. Below is a description of key controller and 

processor records and transaction logs required for PRM operation. These descriptions 

will facilitate understanding of the operational scenarios for data subject enrolment, 

periodic audit and personal data update by the data subject described in the following 

sections. 

 

Processor/Controller Related Records:  

Processors and controllers maintain 3 key record types regarding PRM operation. These 

include: processing agreements, audit information and Personally Identifiable 

Information Tracking data. Below, each is described separately. 

• Processing Agreements: These are electronic documents containing the details of the 

arrangements between the controller and the processor. They contain information 

regarding: types of data the processor may accept, any limits to the processing 

prescribed by the Controller, time limits for access to data, agreements and details for 

audits (timing, type of data collected), as well as time stamp and approval signatures 

for the agreements. 

• Audit Information: The Controller performs periodic audits of the data handling 

approaches for the processor. Results of the audits include a list of discrepancies 

between the data held by the processor as compared to those held by the controller. 

While detailed results are stored in the transaction log, the audit results for the 
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processor/controller are processed/summarized versions of those raw results for use 

by controller or processor. 

• PII Tracking Data: The controller keeps track of the PII Data sent to each processor, 

the time of the transfer, and pointers to the policy and purpose for data processing. 

 

Data Subject Related Records 

There are several Data Subject-related records maintained by processors and controllers. 

These include the following.  

• PII Data: The personal data entrusted to the controller by the data subject. 

• Contact Information: Contact information for the PII Data (email address, home 

address, cross-referenced to PII Data, and policy and purpose for data use). 

• Audit Information: Processed audit results pertaining to discrepancies in information 

regarding Data Subject data are stored here for review by the Data Subject.  

• Agreed-upon policies and purposes: All privacy policies negotiated with the 

Controller and/or all Processors are stored along with a reference to the affected PII 

data. 

 

Transaction Logs 

In order to keep track of all activities of Data Controllers, Data Processors and Data 

Subjects within PRM, the following transaction logs are maintained. 

• Audit Results: Detailed results from automated periodic, or external audits of the 

processes used by the processor and controller to assure PII is consistent and used 

only for the purposes and policies specified. 

 37



• Transfers of PII: Occurrences of transfers of PII. (timing, sender, receiver, and a 

reference to the PII involved). 

• Processing of PII: All processors record time and duration of PII processing, as well 

as the policies exercised.  

• Policy Negotiation/Settlement: Time of occurrence of privacy policy negotiation, with 

reference to the data subject, data processor, and/or data controller involved. 

• Data Subject Interactions: Data Subjects may contact controller and processors to 

determine accuracy of PII data. Records are kept of all interactions. 

• Processor/Controller Interactions: Timing and references to details pertaining to 

interactions between processors and controllers. 

 

PRM Operational Scenarios 

This subsection details PRM in operation by describing several key scenarios suggesting 

approaches within the PRM architecture intended to meet several key requirements of the 

privacy principles. The scenarios described here are: 

• Data subject enrollment, 

• Periodic PII data audit, and  

• Request for PII data update by the data subject. 

The Scenarios are outlined using a description of data flows between the Data Subject, 

Data Controller and Data Processor within the PRM System.  
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Data Subject Enrollment 

Data subject enrollment involves a data subject coming to agreement with a data 

controller on the personal information to be shared, as well as the privacy policy for 

dealing with the PII and the purpose for which the data may be used or processed. Figure 

10 illustrates the data flow between the Data Subject, Data Controller, and two Data 

Processors. 

 

 

Figure 10.  Data flow during enrollment. (Personal Data (PD), Data Subject (DS), 

Acknowledgement (Ack)) 
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The process starts with the Data Subject authenticating herself with the Data Controller. 

For this and all further exchanges, the data subject and controller set up a secure 
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communication channel between themselves. The Data Controller exchanges a policy and 

purpose statement regarding the use of any personal data submitted by the Data Subject 

to the Controller. The Data Subject may negotiate with the Data Controller for a policy 

and purpose as described in (Korba, 2002; Yee & Korba, Jan., May, 2003). When the 

Data Subject comes to an agreement with the controller on the personal data to be 

exchanged, as well as the policy and purpose for which the data is being gathered, the 

data subject provides the data. 

The Controller holds the personal data, exchanging it and the use and policy information 

with the processors that request the data. A number of log entries are made at various 

times during all of the exchanges. Figure 10 illustrates the various stages for enrollment 

in detail 

 

Periodic PII Data Audit 

Overseeing PII distributed amongst the Data Controller and Data Processors requires 

considerable effort and care on the part of the data controller. The Controller may have to 

deal with requests from data subjects or more detailed investigations conducted by a data 

protection authority. Either of these concern the quality of the data under the purvey of 

the Data Controller. Operating in a reactive mode to these investigations would be less 

desirable than a proactive approach wherein the Data Controller assesses the quality of 

PII under its purvey on a periodic sampled audit basis.  
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Figure 11.  Data flow during Periodic PII Data Audit. 
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Figure 11 illustrates the interactions between the Controller and the Processors for the 

audit. The frequency of the audit would depend upon the amount of personal data held by 

the controller and processors and the desired level of quality. The Controller periodically 

selects personal data from different data subjects (shown as Data Subject X in Figure 11), 

polls all processors, requesting them to return personal data, policies, and purposes. The 

processors return the data (if any) they have for the selected Data Subject. From its 

records, the Controller determines whether or not the Processor should have the data, and 
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determines the accuracy of the personal data, policies, and purposes, by comparing them 

with its own records. 

 

 

Figure 12. This Diagram shows the key interactions between Data Subject, Data 

Controller and two Data Processors during a user request for a change in 

Personal Data. 
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Personal Data Update by Data Subject 

The Data Subject has the right to assurance that the data quality of their PII held by the 

Data Controller is maintained. The Controller may receive a request from a subject to 

check the data held by it. Figure 12 illustrates the update process. The Controller 

compares the data it distributed to the Processors against the original data received from 

the Data Subject in part to ensure there were no discrepancies in data handled by the 

different parties. Differences in Personal Data or Policies and Purpose are recorded and 

reported to the Data Subject. Any changes in PII requested by the Data Subject are made 

at the Data Controller and sent to the Data Processors that currently have the agreements 

with the Controller. The Data Subject may also negotiate policy and purpose for his/her 

PII. 

 

FUTURE TRENDS 

We started with a description of what is meant by e-services and a description of the 

driving factors behind privacy attitudes. We illustrated how privacy enhancing 

technologies are driven by corporate policies which are shaped by legislation and 

litigation, the development of new technology, consumer expectation, and competitive 

pressures. A privacy architecture may house many privacy enhancing technologies. 

Rather than prescribing a particular privacy architecture, we described several approaches 

that have been mentioned in scientific literature and presentations over the last few years. 

They included IBM’s Enterprise Privacy Architecture, research projects Confab and 

PPCS, and the privacy architecture of the Liberty Alliance ID-Web Services Framework. 

We also provided examples of typical information flows that would be expected to be 

 43



supported in a privacy compliant architecture following on from research into a privacy 

rights management framework. All of these architectures are quite different from each 

other in implementation requirements. The Enterprise Privacy Architecture is an 

approach to deal with many aspects of IT operation, integrating some of the different 

tools IBM has developed (through its Tivoli arm), with legacy systems and a general 

approach for implementing and managing IT privacy. Confab is a research result 

targeting a privacy solution for the ubiquitous computing environment. It is especially 

relevant in the context of location sensitive services and e-services anywhere. The system 

was designed using the results of user and system developer surveys. PPCS is a research 

design that illustrates the approach of building a system from the ground up with 

legislated privacy requirements as the key driving forces in the design. The Liberty 

Alliance ID-Web Services Framework is an existing architectural platform that can be 

used today for building secure, privacy-respecting, identity-centric web services. The 

PRM work rounds out our examination of this area with examples of privacy-compliant 

data flows that would be supported by a privacy-enabled information system architecture. 

The common thread amongst these approaches is the use of a markup language to express 

rights and to track the use of data objects. Considerable effort is underway worldwide in 

the development of standards for different markup language variants to support 

processing of a wide variety of data in many different applications (e.g. Liberty Alliance). 

Many systems and inference engines have been developed and are currently under 

development for XML objects. In the future it may well be possible to use some type of 

XML technology to link between regulations, laws, privacy enhancing technologies, and 

privacy compliant architectures. 
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CONCLUSIONS 

We have described some of the driving forces and approaches for the development and 

deployment of privacy architectures for e-services as well as presented several privacy 

information flow scenarios that can be applied for assessing privacy architectures. 

Privacy management in e-services is a challenging multi-faceted task as demonstrated by 

the privacy management architectures we have presented. However, this challenge can be 

successfully handled using the architecture ideas and building blocks we have presented. 
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