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Abstract. Analyzing the author and topic relations in email corpus is an
important issue in both social network analysis and text mining. The Author-
Topic model is a statistical method that identifies the author-topic relations.
However, in its inference process, it ignores the information at the document
level, i.e., the co-occurrence of words within documents are not taken into
account in deriving topics. This may not be suitable for email analysis. We
propose to adapt the Latent Dirichlet Allocation model for analyzing email
corpus. This method takes into account both the author-document relations and
the document-topic relations. We use the Author-Topic model as the baseline
method and propose measures to compare our method against the Author-Topic
model. We did empirical analysis based on experimental results on both
simulated data sets and real Enron email data set to show that our method
obtains better performance than the Author-Topic model.

1. Introduction

Identifying topics and author-topic relations in emails is an important issue in social
network analysis. It adds semantics to social network analysis and provides additional
perspectives for role analysis. Both supervised and unsupervised text mining
techniques have been used for topic identification in emails.

When supervised learning methods are applied to identify email topics, email
messages need to be labeled before the classification model is built [2, 6]. This is not
a trivial task, especially without domain knowledge and context. Also generally
speaking, email messages can involve any topics and it is very difficult to predefine
the email topics. Clustering on “a bag of words” representation is an unsupervised
learning method and thus does not require labeled training data set. However, it only
assigns one email into one cluster or topic [5, 7]. Furthermore, none of the above-
mentioned methods can identify topics and author-topic relation at the same time.

Statistical models for document modeling have attracted a lot of attentions in the
recent years. Latent Dirichlet Allocation (LDA) was first proposed to extract topics
from large text corpora [1]. LDA is a generative model that represents each document



as a mixture of probabilistic topics and represents each topic as a probabilistic
distribution over words. One of the advantages of the LDA model is that this
generative probabilistic model can be scaled up to introduce more levels of structure
for inference [1]. Author-topic (AT) model can be considered as an extension of the
LDA model by incorporating a layer of authors [9, 10]. It is the first probabilistic
model to identify the topics and author-topic relations simultaneously. To tackle the
efficiency issues of LDA and AT models, Gibbs sampling was proposed to estimate
the parameters of the models. However, in the Gibbs sampling process for the AT
model, the relations between documents and the words are not taken into account.
This results in some information loss, i.e., the co-occurrence of words in the same
document will be ignored in the algorithm. This is especially true when each
document only involves one or very few topics, which is common in email messages.
For example, if an author wrote two emails each consisting of two words as follows.

Email 1: Computer Science

Email 2: Civil Engineering

In the Gibbs sampling algorithm, these two documents will be mixed together. Co-
occurrence between computer and science and that between civil and engineering will
be ignored.

In this paper, we propose to adapt the LDA model in a different way to identify the
author-topic relation for email analysis. The idea is that we adopt the LDA model to
derive document-topic relation and then aggregate the results on authors to obtain the
author-topic relation. In this way, both document-topic and author-topic relations are
taken into account. We also proposed evaluation criteria for comparing the LDA and
the AT models. The rest of the paper is organized as follows. Section 2 introduces the
LDA and AT models and presents the adapted LDA model. In Section 3, we propose
the evaluation criteria for comparing AT and the adapted LDA model. Section 4
presents the experimental results on both simulated data sets and a real data set.
Section 5 concludes the paper and discusses future work.

2. Adapted LDA Model for Email Analysis

LDA is a generative statistical model that describes how words in a document might
be generated on the basis of latent random variables. It assumes that a document is a
multinomial distribution over topics and that a topic is a multinomial distribution over
words. In the generation process, LDA first chooses a topic in terms of the
probabilities of a document over topics. Then it chooses a word according to the
chosen topic and the probability distribution of the topic over words. The process is
repeated until the corpus is generated.

The probability of choosing a word token w; in a particular document is

P(Wi):ZP(Wi|Zi:j)P(Zi:j) (D,

where P(Zi = J) is the probability of topic j was sampled for word token w; in

this document; P(w, | z, = j) is the probability of word w; under topic j. T is the
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number of topics. This model specifies the probability distribution over words within
a document.

Let ¢(j ) = P(w|z=j) refer to the multinomial distribution over words for

topic j and @) = P(z) refer to the multinomial distribution over topics for

document d. The parameters ¢ and € indicate which words are important for a

given topic and which topics are important for a particular document, respectively.
Given a document collection, the topic identification problem becomes the model

fitting that finds the best estimate of the parameters ¢ and @, i.e., the topic-word

distributions and the document-topic distributions. Gibbs sampling is an efficient
method to solve this model fitting problem. Gibbs sampling simulates a high-
dimensional distribution by sampling on lower-dimensional subsets of variables
where each subset is conditioned on the value of all other variables. The sampling is
done sequentially and proceeds until the sampled values approximate the target
distribution [3].

For the LDA model, the Gibbs sampling procedure considers each word token in
the document collection in turn, and estimates the probability of assigning the current
word token to each topic, conditioned on the topic assignments of all other word
tokens. The conditioned probability is written as:
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where z, = j represents the topic assignment of token w; to topic j, z_; refers to
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the topic assignments of all other word tokens, and “...” refers to all other known or
observed information. 7 is the number of the topics, W is the number of word tokens,

D is the number of documents, and ¢ and [ are prior parameters that need to be
specified before the sampling process. Empirical guidelines for choosing the
appropriate values for & and [ are discussed in [1, 4]. A word-topic matrix C v

and a topic-document matrix C PT are maintained in the Gibbs sampling process to
calculate the probability according to equation (2).

a4y . dyp by by .. by
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Word-Topic matrix Topic-Document matrix

The word-topic matrix C T contains the number of times w; is assigned to topic j,

not including the current token of w;; the topic-document matrix C PT contains the



number of times topic j is assigned to some word token in document d, not including
the current instance w;.

After the sampling process, the estimate of parameters ¢ and € could be obtained
from the word-topic matrix and the topic-document matrix with equations (3) and (4).
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The Gibbs sampling procedure is an iterative process as follows.
1. Initialize C"" and C°"
2. Fori=1to Ndo // N is the number of Gibbs sampling iterations
Randomly read a word token w from documents
Calculate the probabilities of assigning w to topics based on equation 2.
Sample a topic in terms of the estimated probabilities obtained in step 3
Update the matrix C"" and C”" with new sampling results

6. Go to step 3 until all of word tokens have been scanned.

7. Endfor

The AT model is an extension of the LDA model by substituting the variable
author for variable document, which means each author is associated with a
multinomial distribution over topics. In the AT model each word w in a document is
associated with two latent parameters: an author x, and a topic z [9].

In general, one document can have more than one author. However, for email
collections, usually there is only one author for one email (except for forwarded
emails, where the forwarder may add more content or modify the content of the
original sender). Therefore, we simplify the Gibbs sampling process for the AT model
on emails by ignoring the author sampling. In this case, it is straightforward that the
Gibbs sampling procedure for the AT model is equivalent to first aggregating
documents on authors and then applying the LDA model on the aggregated
documents.

We can see that while the AT model tries to identify the relationship between
authors and topics, the relationship between documents and topics is ignored, i.e., the
information about concurrence of words within a document is ignored. The author-
topic relations are integrated from document-topic relation at the beginning of the
Gibbs sampling process. For documents like email messages, each of which only
involves one or a few topics, the ignorance of document-topic relation may deteriorate
the results. We propose an adapted LDA model to derive the author and topic
relationship. The idea is straightforward. First, Gibbs sampling algorithm for LDA is
used to derive the document-topic relationship. Then the author-topic relationship is
obtained by aggregating the document-topic matrix using the following SQL
sentence:

DL
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Select author, sum(Topic,),..., sum(Topicr) from Table(CD T) inner join Table(4D) on
Table(C”").document = Table(AD).document group by author

where Table(C”") denotes the table corresponding to the document-topic matrix.
Table(4D) denotes the table representing the relationship between documents and
authors.

Figure 1 compares the adapted LDA model and the AT model (Note that since we
focus on email analysis, we ignore the sampling process for authors). In the adapted
LDA model, the author variable is isolated from other factors, and thus is not
involved in the inference process. Therefore, the inference process in the model is
identical to that of the LDA model, i.e., only the document-topic relation is taken into
account in the inference process. The author-document relation is used in the
aggregation process after the inference process to derive the author-topic relation.
This is different from the AD model in that the AD model directly uses the author-
topic structure in the inference process as shown in Figure 1(a).

O s olo
O-FOHiC
OO oRoe

Ny Ny
D D
(a) Simplified AT model (b) Adapted LDA model

Fig. 1. Graphic models for the AT model and adapted LDA model

3. Evaluation Criteria

For simulated data, the number of the topics and the probability distributions of
authors over topics and those of topics over words are known. The evaluation can be
done straightforwardly by comparing the degree of match between the real
distributions and the discovered distributions.

Since the AT model and the adapted LDA model are unsupervised methods and the
discovered topics are randomly ordered, we used a greedy algorithm to compare the
discovered topics and the originally assigned topics to determine the degree of match
between them. The algorithm first compares the discovered topics and the actual
topics in a pair-wise fashion. The pair with the least distance will be matched if the



distance is below a threshold. Then this pair of topics is removed from topic lists and
the next round begins until the current minimum distance is above a threshold, which
means that the rest of the assigned topics and the discovered topics do not match any
more. Here we used 1 — cosine(7, T°) as the distance measure. Figure 2 shows the
procedure.

Based on the degree of match between the real and the discovered topics, we also
evaluated the degree of match between real and discovered authors’ distribution over
topics with similar experiments. The difference here is that when we match real and
discovered author distributions over topics, we need to consider the discovered topics
and the real topics that do not match. For example, suppose we have three real topics
ti, b, ty and we discovered three topics ¢,’, t,°, £;°. If ¢, matches #,’, ¢, matches #,’, but #;
does not matches #;°, we need to calculate the distance based on distribution over #,, ,,
t;, andt;’.

Function TopicMatch

Input: 711, n], T[1, n]  //Real topics and identified topics as probability distribution
over words, 7 is the number of topics.

Count=0  //number of topics matched
Fori=1ton,
(k, I) = argmax; ; (Dist(T1i], T[j]) ~ //find the currently best matched topics
if dist(71k], T'[[]) > threshold  // 1t is a match
remove 71k] and T1] from arrays respectively
count++;
else  //It is not a match
break;
endfor
degreeOfMatch = count/n

Fig. 2. Algorithm that calculates the degree of topic match

For the real data sets, we do not know the real topics as we do for the simulated
data. Therefore, we cannot use the degree of match to evaluate the models. We use
different measures to compare our method with the AT model. Perplexity can be used
as a measure to indicate the prediction power of the AT and LDA models [9], but here
we focus on the quality of the topics in terms of the clustering results rather than the
prediction power.

To measure the intra-topic quality, we use entropy to evaluate the correlation
among the words of each topic. A uniform distribution of topics over words conveys
no meaning to users and thus a topic of high entropy value will be considered as low
quality. On the other hand, when a topic concentrates on a small group of words,
which results in a lower entropy value, we say it is a topic with higher quality. The
average entropy value for a topic distribution over words is defined as

l n m
Entropy = —ZZ Dy log, P; > where p; denotes the probability of topic i
i=1 j=1
taking word ;.
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To measure the inter-topic quality, we use the average minimum Kullback—Leibler
divergence (or KL-distance) to evaluate how close the discovered topics are to each
other. The average minimum KL distance is defined as

n-:
distance between topic i and topic j and is defined as

1< .
KL = —Zmln‘/.:l’n’j:i Kl(p;,p;), where kl(p;, p)) denotes the symmetric KL-
i=1

1 p;(k) g, (k)
ki(p;,p;) ==, pi(k)log=—=+ ) g;(k)log——=).
2 Zk: q;(k) Zk: p;(k)
A greater KL-distance value means the topics are far away from each other and
thus are desired.

4. Experimental Results

We first did experiments on simulated data to compare the adapted LDA model and
the AT model. To simplify the generating process and facilitate the comparison of the
results, we assume that different topics do not share any common words and all topics
have uniform distributions over the words within that topic. We assume two types of
documents in terms of the document-topic structure: single-topic documents and
multi-topic documents. A single-topic document is generated from words from a
single topic, while a multi-topic document is generated from words from more than
one topic. We also assume two types of author-topic structures: separated-author-
topic structure and the mixed-author-topic structure. The separated-author-topic
structure requires that any two authors either share all the topics they are involved in
or share no topics at all. The mixed-author-topic structure allows authors to share
some of the topics they are involved in with other authors.

We get four combinations based on the author-topic and document-topic structures
Figure 3 shows examples of the four cases.

We can see that the multi-topic documents with separated author-topic structure
can be converted to multi-topic documents with separated-author-topic structure if we
combine the topics under the same author to one topic. For example, in Figure 3(c),
topic 1 and topic 2 can be combined as one topic and topic 3 and topic 4 can be
combined as another topic. Therefore, we only consider the three other cases.

We generated three data sets to simulate the three cases respectively. Each data set
consists of 5000 emails with a vocabulary of 200 words. We set 20 topics with each
topic consisting of 10 words. We set 20 authors and each author has two topics.
When running the AT and the adapted LDA models, we set the number of topics to
20, which means that we already know the number of topics in advance. This
facilitates the comparison of the results (Some principles for choosing the appropriate
number of the topics were discussed in [4]). We follow the suggestions from [9] and
set @=50/T, and f=0.01.



(a) Single-topic document, separated-author-topic structure

(b) Single-topic document, mixed-author topic structure

| Topic 1 | | Topic 2 ‘ | Topic 1 | | Topic 2 ‘ | Topic 3 | | Topic 4 ‘

(c) Multi-topic document, single author-topic structure

| Topic 1 | | Topic 2 ‘ | Topic 2 | | Topic 3 ‘ | Topic 3 | | Topic 1 ‘

(d) Multi-topic document, mixed-author-topic structure
Fig. 3. Four combinations of author-topic and document-topic structure
In Figure 4, x-axis denotes the threshold for match and y-axis denotes the degree of

match between real and discovered topics, as defined in Section 3. Figure 4 shows
that in all three cases, the LDA model outperforms the AT model when the distance



Adapting LDA Model to Discover Author-Topic Relations for Email Analysis 9

threshold is less than 0.3. Figure 4(a) shows that for the single-topic document and
separated author-topic structure, The LDA model performs much better than the AT
model. This is because the AT model mixed the documents of a single author together
and co-occurrence information is totally lost. Figure 4(b) shows that for the single-
topic document and mixed author-topic structure, LDA still has better performance
than the AT model, but not as significant as in the first case. This is because in the
aggregating process in the AT model, although some co-occurrence information
within a document is lost, some co-occurrence can still be embodied in the author-
topic structure. Figure 4(c) shows that for the multiple-topic document and mixed
author document structure, LDA just performs slightly better than the AT model. This
is because in aggregation process in the AT algorithm, the loss of co-occurrence
information is very limited.

1 1
0.8 ; § 0.8
——sT
il DA

06 > 0.6
L4

04 0.4

——AT
0.2 0.2 Lo

01 02 03 04 05 06 07 08 09 1 01 02 03 04 05 06 07 08 09 1
Threshold Threshold
(a) Single-Separated (b) Single-Mixed

1 .;
0.8

0.6

04 ——nr
DA
02

01 02 03 04 05 06 07 08 09 1
Threshold

(c) Multiple-Mixed

Fig. 4. Degree of match for topic-word relation for three simulated data set

We also evaluated the results based on F1 measure and get the very similar trends
for all three cases. Here the precision is defined as the ratio between the number of the
discovered topics whose minimum distance to the actual topics are below a threshold



and the number of the discovered topics. The recall is defined as the ratio between the
number of the actual topics whose minimum distance to the discovered topics are
below a threshold and the number of the actual topics.

Based on the degree of match between the real and the discovered topics, we also
evaluated the degree of match between real and discovered authors’ distribution over
topics with similar experiments. We set the distance threshold for both the topic-word
distributions and the author-topic distributions to 0.3 and obtain the results as shown
in Table 1.

Table 1. Degree of match for author-topic relation for three simulated data sets

% Single-Separated Single-Mixed Multiple-Mixed
LDA 90 90 90
AT 55 80 90

We then did experiments on the Enron email data set [11] to compare the LDA and
the AT models.

We variated the number of the topics from 20 to 200 and recorded the entropy and
KL-distance measures in Figure 5. Figure 5(a) shows that when the specified number
of topics increases, the average entropy of the results generated from the AT model
increases, while the entropy of the results generated from the LDA model remain
stable. This means that the intra-topic quality of the LDA model is relative stable to
the specified number of topic and the AT model produce deteriorated results when the
number of topics increase. Also the LDA model consistently produces better results
than AT model in terms of intra-topic quality.

8 14
7| 12
5 s ~
4 vv\
6
3
——nr 4 ——AT
2 ——8— DA 2 —&—10A
1
0 0
BRI SRR I SR IR IR S I I GO O
No. of Topics No. of Topics
(a) Entropy (b) KL distance

Fig. 5. Comparison of the AT and LDA models on Enron email data set

Figure 5(b) shows that the LDA model consistently attains greater KL values than
the AT model regardless of the number of specified topics. This means that the LDA
model produces results with higher inter-topic quality. Also when the number of the
specified topics increases, the difference between the KL values from the two models
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increases. This means that when the number of topics increases, the inter-topic quality
of the AT model deteriorate dramatically, while the LDA model remains stable.

5. Conclusion and Future work

We proposed a method to find topics and author-topic relations in emails based on
the LDA model. Compared with the AT model, our method takes into account the
word co-occurrence information within documents. Experimental results on both
synthetic and real data sets show that the adapted LDA method obtains better results
than the AT model for email corpus where each document has one author and
involves only one or a few topics.

We will extend our work to identify author-recipient-topic relations based on the
adapted LDA method and compare the results with the Author-Recipient-Topic model
[8]. Another approach we are interested in involves taking into account the threading
information in our method to facilitate the discovery of topics and author-topic
relations.
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