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ABSTRACT

This paper discusses the advantages and challenges of using speech recognition on 

mobile devices, for field data collection and real-time communication. Multimodal 

and voice technology, for speech-enabled information retrieval and input, using 

mobile phones or handheld computing devices is explained. Multimodal technology 

enables more complete information communication and supports timely and effective 

decision-making. It also helps to overcome the limitations imposed by the small 

screen of mobile devices. 

The paper describes several prototype, industrial, mobile solutions developed for 

the field entry of data and real-time communication that utilize voice and multimodal 

interaction. In one of these projects, a field concrete inspector can enter inspection 

results using variable interaction modalities such as speech, stylus, or keyboard on a 

handheld device, or speech-only on a mobile phone. The author describes prototype 

applications developed, and presents several usage scenarios for field and 

maintenance applications, as well as for emergency response. 
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INTRODUCTION

With current developments in information and communication technology, we are 

rapidly moving away from the Desktop and Laptop Web paradigms towards the 

Mobile Web paradigm, where mobile smart devices such as Smart phone, Pocket PC, 

PDA (personal Digital Assistant), hybrid devices (phone-enabled Pocket PC), and 

wearable computers will become powerful enough to replace laptop computers in the 

field. The availability of real time, complete information exchange is critical for 

effective and timely decision making in the construction field, as information 

frequently has to be transmitted to and received from the corporate database or 

project repository, right on site. In some cases, when security and safety of the 

infrastructure are at stake, the importance of real-time communication of field data 

becomes paramount (Bacheldor, 2002).

However, the potential of using mobile handheld devices in the field is limited by 

antiquated and cumbersome interfaces. For example, most of the PDAs and Pocket 

PCs today have a small screen size of about 3.5”x 5”, and mobile phones have even 

smaller screens (Pham and Wong, 2004). The small screen size, and the need to use a 

pen to enter data and commands, presents an inconvenience for field users -

especially if their hands are busy using other field equipment, or instruments. In order 

to assist users in managing mobile devices, user interface designers are starting to 

combine the traditional keyboard or pen input with “hands free” speech input 

(Wilson, 2004). As a result, speech processing is becoming one of the key 

technologies for expanding the use of handheld devices by mobile workers (Picardi, 

2002).

However, speech technology is limited to only one form of input and output -

human voice. In contrast to this, voice input combined with the traditional keyboard-

based or pen-based input model permits multimodal interaction in which the user has 

more that one means of accessing data in his or her device (Wilson, 2004). This new 

type of interface is called a multimodal interface. Multimodal interfaces allow 

speeder and more efficient communication with mobile devices, and accommodate 

different input modalities based on user preferences or on the usage context. For 

example, in a bridge inspection scenario a field engineer, during the bridge 

inspection, could request information using “hands free” voice input on a hybrid 

phone-enabled PDA. Then, the requested information would be delivered as a text, 

picture, CAD drawing, or video, if needed, directly to the PDA screen (Rankin, 

2002). Following the inspection, the engineer, back in his vehicle, will be able to 

enter information using a portable keyboard or a pen. 

Mobile computing is a relatively new technology and is not yet widely accepted 

by the Architectural, Engineering and Construction Industry. The widespread 

adaptation of this technology will require, along with some changes in the industry, a 

significant amount of work on usability and applicability of mobile technology to the 

different usage scenarios in the industry. Menzel et al. (2004) are currently 

conducting research work on context-based mobile computing in construction, in 

which they are “mapping” actors, roles and processes on the construction site into the 

functional requirements for mobile technology. Similarly to this research work, a 

significant amount of research on “situation-aware” mobile computing for industrial 



mobile applications was done by Bürgy (Bürgy and Garrett, 2002). This paper 

presents research work that focuses mostly on technological and usability aspects of 

voice and multimodal mobile technologies, for data collection and communication in 

the field.

VOICE TECHNOLOGY

Modern voice technology offers the convenience of telephone usage and real-time 
access to the wealth of information, stored in the Web-based construction project 
information repository or a corporate database. Considering the fact that in spite of 
the recent progress in the introduction of information technology in to industrial 
fieldwork, the telephone is still the most widely used information communication tool 
in the construction industry (Egbu and Boterill, 2000; Flood et al, 2002), voice 
technology has a great potential as a field technology in construction. Modern voice 
technology is based on VoiceXML. 

Background on VoiceXML 

VoiceXML stands for Voice Extensible Markup Language. Currently VoiceXML is 

the major W3C standards effort for voice-based services (W3C, 2004a). VoiceXML 

technology follows the same model as the HTML and Web browser technologies. 

Similar to HTML, a VoiceXML application does not contain any platform specific 

knowledge for processing the content; it also does not have platform specific 

processing capability. This capability is provided through the Voice Gateway 

(sometimes called speech server) that incorporates Automatic Speech Recognition 

(ASR) and Text-to-Speech (TTS) engines. The Voice Gateway architecture is 

represented in Figure 1. 

Application Server 

Voice Gateway

ASR TTS

Voice 

Browser

VoiceXML 

pages

Figure 1: VoiceXML architecture model

VoiceXML technology provides an easy, standardized format for building speech-

based applications and allows delivering Web services using voice user interfaces 

(VUIs). Developers can use VoiceXML to create audio dialogues that feature 

synthesized speech, digitized audio, recognition of spoken and touchtone key input 

(DMTF), recording of spoken input, telephony, and mixed-initiative conversations. 

The words or phrases that VoiceXML application must recognize are included in a 



grammar. The advantage of using the VoiceXML language to build voice-enabled 

services is that companies can build automated voice services using the same 

technology they use to create visual Web sites, significantly reducing cost of 

construction of corporate voice portals. A corporate voice portal provides telephone 

users, including mobile phone users, with a speech interface to access and retrieve 

Web content. 

Voice Technologies: Current Applications

There are quite a few existing speech recognition applications that use VoiceXML 

technology to provide voice-enabled services to customers. Most frequently 

VoiceXML is used for building information services that allow wireless phone 

customers to access news, email, weather, tourist and entertainment information, and 

business directories (Srinivasan and Brown, 2002). However, at present there are only 

a handful of existing applications that utilize the potential of voice-based information 

retrieval for industrial purposes. For example, Florida USA Power and Light Co. used 

a VoiceXML based system for field restoration crews that were helping to restore 

power to customers affected by Hurricanes Charley and Frances. In this particular 

application, using mobile phones, restoration crews could find out about storm-

damaged equipment, and report back to the system on the status of the job. 

Considering the widespread and preferred use of the mobile phone in industrial 

field conditions, there is an opportunity to apply VoiceXML technology for other 

industrial applications, including applications in construction, manufacturing, power 

and resource industries that can benefit from voice-enabling their operations. The 

ongoing NRC research program on Voice and Mobile Multimodal communications 

specifically targets industrial applications of speech recognition technologies. In the 

framework of this program, several prototype field applications employing 

VoiceXML technology, including a Voice Inventory Management System and a 

Voice Time Management System, were developed and tested in a laboratory setting 

(Kondratova, 2003; Kondratova, 2004b). 

Prototype Voice Field Applications

The Voice Inventory Management System (VIMS) allows a mobile worker to 

easily retrieve product and warehouse information out of the Web-based warehouse 

database, in real-time, using a regular or mobile phone and natural speech dialog. The 

user of the system can ask directly about a particular product or warehouse and 

request information regarding that product or warehouse. For example, a user looking 

for information on aluminum window frames might ask, “What is the price of an 

aluminum window frame?” or “What warehouses are the aluminum window frames 

located in?” In addition to this, an extensive listing system incorporated into the 

program allows the user to browse an alphabetical listing of all products or 

warehouses stored in the system (Kondratova, 2003). 

A Voice Time Management System (VTMS) was designed for data entry using 

speech (Kondratova, 2004b). The VTMS prototype allows construction crewmembers 

to input their time, in to the time management application on the corporate server, 

using a mobile phone. VTMS keeps track of the user’s hours for each job, work 



number and day, and stores this information in the corporate database. Using voice 

commands with VTMS, a field worker can retrieve and input information from a 

timesheet that is unique to the caller.  We believe that this system, if implemented, 

would allow timely billing of the client for the field services provided and could bring 

substantial savings to the construction, facility management, and field service 

companies. 

Both prototype systems have undergone in-house performance and usability 

testing in an industrial noise environment (about 60-70 dB) and performed quite well 

in terms of accuracy of speech recognition (Kondratova, 2004a). The testing for the 

VIMS application was conducted using a computer product database containing more 

than 1000 items. Testing results show no decrease in the accuracy of speech 

recognition for this large database, as opposed to the pilot database with less than 50 

items. We found that the speech processing time increases with the increase in the 

size of the database, due to increases in the size of the grammar. It is possible to 

shorten grammar-matching time by creating sub-grammars in the VoiceXML 

application; however this will make the navigation through the voice user interface 

more complex. Pilot usability testing, for a VIMS system that provides voice access 

to a database containing entertainment products such as videos and books, was 

carried out on a group of Web proficient, university student users (Kondratova, 

2004b). Participants feel it was easy to get information on the desired products and 

found it easy to navigate the Main menu and Warehouse information. However, it 

was harder for the participants to navigate the Product Information section that had a 

more complicated navigational structure. Thus, reducing speech-processing time by 

creating a more complex navigational structure is not the best choice in terms of 

usability of the voice application. This, in a way, limits the applications of voice 

technology to simple navigational structures that users can easily visualize. 

MULTIMODAL INTERACTION TECHNOLOGY

VoiceXML technology is limited to only one form of input and output - human voice. 

To overcome this limitation, multimodal technology could be used. Multimodal 

technology allows the use of multiple modes of interaction with the computing device 

such as speech, gesture, pen, mouse and keyboard. Multimodal interaction is 

sometimes described as the integration of visual and voice interfaces through the 

delivery of combined graphics and speech, on handheld devices (Hjelm, 2000). There 

are different models for implementing multimodal interaction on mobile devices. The 

fat client model employs embedded speech recognition on the mobile device and 

allows conducting speech processing locally. The thin client model involves speech 

processing on a speech server and is suitable for mobile phones.  

Currently there are two markup languages proposed for creating applications that 

use voice input (speech recognition) and output (speech synthesis) and support 

multimodal interaction. The Speech Application Language Tags language (SALT) is 

a lightweight set of extensions to existing markup languages, in particular to HTML 

and XHTML (XHTML is essentially HTML 4.0 adjusted to comply with the rules of 

XML), that  enables multimodal  and speech  access to information,  applications  and 



Figure 2: X+V system architecture for multiple devices

Web services from PCs, telephones, Tablet PCs and handheld devices. SALT 

applications can be implemented using the thin client model with the speech 

processing done on the speech server (Moraes, 2002), similar to the Voice Gateway 

represented in Figure 1.

Another markup language that is currently proposed for developing multimodal 

Web applications is VoiceXML + XHTML (X+V) (W3C, 2004b). It combines 

XHTML and a subset of VoiceXML. Together, XHTML and VoiceXML (X+V) 

enable Web developers to add voice input and output to traditional, graphically based 

Web pages. This allows the development of multimodal applications for mobile 

devices based on the fat client model that includes multimodal browser, embedded 

speech recognition on a mobile device, and a Web application server - as it is 

presented in Figure 2.

While both X+V and SALT technologies use W3C standards for grammar and 

speech synthesis, only X+V is based entirely on standardized languages. X+V's 

modular architecture makes it very simple to separate an X+V application into 

different components. As a result, X+V applications can be developed in parts, with 

experts in voice programming developing voice elements and experts in visual 

programming developing visual ones. X+V's modularity also makes it adaptable to 

stand-alone voice application development.

MULTIMODAL FIELD DATA COLLECTION

To facilitate speedy field data collection and timely decision making, especially in the 

case of field quality control inspection, it would be highly beneficial to use 

multimodal, wireless, handheld devices capable of delivering, voice, text, graphics 

and even video. For example, "hands free" voice input can be used by a concrete 

technician in the field to enter inspection information using a phone-enabled PDA and 

a wireless headset. This information could be entered directly into the inspection 

forms on the handheld device and stored locally in the embedded database or 

wirelessly transmitted to the backend database server. Thus, field inspection 

information could be communicated in real time to facilitate timely decision-making 

on the construction site and at the ready-mix plant. This information will be stored in 

the project database and retrieved easily, if needed, in case of litigation. By 

Fat client 

Web server

Voice only client

Voice server



combining a multimodal mobile handheld device with a GPS receiver and a Pocket 

GIS system, the gathered inspection information could be automatically linked to its 

exact geographical location. In addition, other environmental sensors, such as 

temperature and moisture sensors could also be connected to a handheld device, if 

needed, to simplify the data collection process (Giroux et al, 2002).

Multimodal Field Data Entry Application

Our current research in the area of wireless, field quality control data collection is 

based on concepts of both multimodal and voice field data collection. As a result of 

this project, a field concrete testing technician will be able to enter field quality 

control information into the Concrete Quality Control Database using various 

interaction modes such as speech, stylus and keyboard on the handheld device, or 

speech on the mobile phone. 

The multimodal field data entry prototype application (MFDE), developed as a 

part of the project, includes a fat wireless client on a Pocket PC that has a multimodal 

browser and embedded speech recognition, and is based on X+V technology, 

described previously in this paper. The voice-only data collection application will be 

based on the VoiceXML technology that allows data retrieval, and input, using 

natural speech on the mobile phone, similar to the VIMS and VTMS applications. 

The high-level system architecture for the prototype MFDE application is similar to 

the one presented in Figure 2. The proof of concept application was developed for the 

wireless Pocket PC utilizing multimodal NetFront 3.1 Web browser and a fat client 

with embedded IBM Via Voice Speech recognition engine. An embedded relational 

database (IBM DB2 everyplace) was used for local data storage on the mobile device.

MFDE functionality

Two usage scenarios, developed for the field concrete quality control multimodal 

application implemented on a Pocket PC are presented in Figure 3. In addition to this, 

field information could also be entered into the backend database through a mobile 

phone utilizing VoiceXML technology, as it is done for the Voice Time Management 

system described earlier in this paper. A quality control inspector, on a construction 

site, will be using a wireless handheld device to collect field inspection data. Since 

the application is multimodal, an inspector can fill in the report form by using voice 

or stylus. 

1. On a site with wireless coverage an inspector has the option to update the 

information in the concrete quality control database directly through the 

synchronization server. Thus, inspection information is communicated in real 

time and necessary adjustments to the concrete shipped to the site could be 

made, if needed, at the ready-mix plant. 

2. If there is no wireless coverage on site, an inspector will be using a stand-

alone multimodal application on the handheld device. This application utilizes 

an embedded database to store data and access past records stored on the 

handheld device.  Back at the office, information stored in the embedded 

database will be synchronized with the backend concrete quality control 



database through the synchronization cradle, desktop computer and the 

synchronization server. 

Figure 3: Multimodal field data collection usage scenarios for Pocket PC

The work on the development of the proof-of concept MFDE application for 

concrete quality control data collection is conducted in collaboration with the New 

Brunswick Department of Transportation (NBDOT) concrete quality control 

engineers and the University of New Brunswick (Kondratova, 2004c). The field 

usability study of this application will be the next phase of the project.

VOICE AND MULTIMODAL TECHNOLOGY FOR EMERGENCY 

RESPONSE 

To evaluate the feasibility of using voice technology for government emergency 

notification services, a prototype Automated Forest Fire Service (AFFS) application 

was developed in-house using VoiceXML technology. The Automated Forest Fire 

Service is of interest to people from many different user groups, especially tourists, 

campers, and people working in the forest. 

Automated Forest Fire Notification Services

The first part of the AFFS system is the Main Menu, where callers can request 

particular services. This menu is designed as a mixed-initiative dialog (meaning that 

the users can ask for a particular service directly or respond to system prompts).  

Callers could also be led by the system through a directed dialog, if they are having 

trouble. The menu prompt informs callers about commands available such as “Public 

Alert”, “Conditions” and “Fire Report”. The voice user interface is designed so that 

there is a certain amount of flexibility on how callers can enter commands. For 

instance, the caller can say, “Public Alert” or just “Alert”. While the system does 

explain what commands are available, some callers may instinctively add words, 

saying for example, “I would like to hear the public alert please”. The grammar for 



the Main Menu can handle some of these utterances. Once a caller gives a valid 

utterance, and has finished his or her work in a particular section of the system, a 

caller will be automatically returned to the Main Menu. There are several “global” 

commands that are available anywhere in the AFFS system. If the caller is saying, 

“Help”, the system will provide information on valid commands for the current 

dialog.  Other global commands include “Operator”, “Main Menu”, and “Exit”. To 

reduce the possibility of callers giving commands that cannot be recognized by the 

system, several synonyms of “Exit” commands are accepted, such as “Hang up” and 

“Good bye”. 

One of the services provided by the AFFS system is the current Fire Weather 

Index (FWI) information for a particular county in New Brunswick. To eliminate 

specialized jargon that callers may not understand, the decision was made to call this 

service Conditions, instead of Fire Weather Index. To choose this service from the 

Main Menu, callers can give two pieces of information in one utterance, one that 

indicates that they want to hear conditions, and another specifying a region or a city 

name. Valid utterances include “I would like to hear the conditions in Moncton”, or a 

shorter command like “Conditions”. If a region is not given in the first utterance, 

callers are sent to a directed dialog that requests this information. Once a valid 

utterance is spoken, the system will give a message such as “The forest fire weather 

index is low for Westmoreland County”.  Another service is the Public Alert, which 

contains a message indicating FWI values across the province, and other relevant 

information. The Fire Report service allows callers to report forest fires. If utterances 

such as “Fire Report” or “I would like to report a forest fire” are given, callers are 

transferred to a government official who will take the report. Before this occurs, the 

system will explicitly verify if callers really want to make a report, since they may 

have arrived at this part of the system by accident.

Quality of Speech Recognition 

Two possible issues concerning speech recognition in this public emergency 

notification system are the audio quality of cellular phones, which most callers will 

probably use and the accuracy of speech recognition for callers with foreign accents 

or callers in distress. These issues will have to be considered during future usability 

testing. To increase the chances of accurate speech recognition, information on how 

to use the system, including valid utterances, can be published in brochures and travel 

guides. 

In our previous testing on the quality of speech recognition for VIMS prototype 

(Kondratova, 2004b) we found that a native English speaker using a VIMS prototype 

system, even in a noisy environment, retrieves required product information 95 times 

out of 100, and a speaker with a foreign accent has an 80 percent success rate in 

retrieving correct information.

CONCLUSIONS 

The advantages afforded by the field use of voice and multimodal technology to 

retrieve corporate and project information and enter field data could be substantial. 

However, proper application of these technologies to field work requires a 



considerable amount of further research work. In the prototype development phase for

the MFDE project we experienced some challenges associated with the novelty of the 

multimodal technology. These included unresolved interoperability issues, mobile OS 

limitations as well as challenges associated with a limited number of multimodal 

browser vendors. We hope that the mobile industry will resolve these issues in the 

near future so that the commercial development of these types of applications will 

become possible. 

In our project, in parallel with MFDE prototype development on Pocket PC 

running Pocket Windows system software, we successfully developed a prototype 

MFDE application on a Tablet PC platform thus escaping many of the pitfalls of the 

Pocket PC development. With recent miniaturization of the Tablet PC (a good 

example would be the new Sony U750 palmtop model); we believe it would be 

feasible to successfully utilize a rugged version of the palmtop Tablet PC as a field 

multimodal computing device. Another plausible technical solution would be to 

employ a wearable computer that clips on the worker’s belt. However, one challenge 

will remain and will require extensive research and testing: the usability of 

multimodal technology in the field. The usability evaluation for the multimodal field 

data entry prototype will be conducted during the next phase of our research project.
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