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Abstract— The MONOLOGUE system (Multi-Object Negotia-
tor for On-Line Offers Guided by Utility Elicitation) for privacy
negotiation is described. It integrates a number of innovative
components. Negotiations are alternating offers, where each offer
may have multiple attributes which can be scalar-, discrete- or
set-valued, and so are general enough to allow P3P statements to
be negotiated. It relies on the PrivacyPact protocol, which ensures
that a mutually acceptable deal, if present, will be found. The
utility of private information is elicited from the user by posing
questions, bearing in mind the bother cost of asking. Several
negotiation strategies are available. MONOLOGUE analyses the
opponent’s responses to classify the opponent; better knowledge
of the opponent can help to find mutually acceptable agreements.
Experiments with simple strategies show that negotiations can
converge to an agreement quite quickly.

I. INTRODUCTION

People are often reluctant to engage in electronic commerce

interaction because they fear loss of private information. Often

a website will request personal information such as name,

home address, browser type, etc., from a user accessing the

site. This information can be used to improve the website’s

content or services offered. However, occasionally a website’s

policy might include less desirable practices, such as the

transmission of private information to third parties.

Recent work in privacy economics research has shown

that concern over privacy and security is the number one

reason why people do not make purchases [23]. Culnan and

Armstrong [13] argue that concerns over Internet privacy have

a negative influence on likelihood of electronic exchange.

Contrary to popular belief, experience does not tend to breed

wariness. In fact, increased Web usage has been shown to

decrease concern over privacy [22]. One reason for this is

that, with experience, people tend to see the benefits of giving

away information, such as Web site personalization, customer

profiling or lower prices. Another factor that has a positive

relation with reduced concern over privacy is perceived control

over one’s private information [22]. Culnan and Armstrong

argue that consumers are more willing to share their private

information if they believe that fair information practices are

in place. Fair information practices are those that 1) reveal why

the information is being collected and how it will be used, and

2) give consumers control over its possible uses. Empowering

users with knowledge of the advantages and disadvantages of

releasing private data, and also with control over such data

after its release, is thus a vital step toward overcoming fears

associated with privacy and achieving growth and prosperity

in the area of electronic commerce.

Privacy policies help businesses to inform users of their

data-collecting practices, ideally putting visitors at ease so they

feel uninhibited in their participation. However, many users do

not read such privacy policies, believing them to be too time-

consuming to read or too difficult to understand. The Platform

for Privacy Preferences Project (P3P) [11] enables Web sites

to express their privacy policies in a machine readable format,

allowing P3P user agents to read and “understand” policies on

behalf of the user. Cranor et al. have worked extensively on

user interfaces for these agents, including the AT&T Privacy

Bird [10].

Even if an information sender is well-informed of the

privacy policy, he/she might still find the data collection too

intrusive. In this case it may be important for the receiver

to either offer some form of incentive, or at least make

the sender understand the benefits of transmitting their data.

Recent work in privacy economics research shows that people

are typically willing to share their private information if they

foresee a sufficient reward in return. Chellappa and Sin [6]

and Culnan and Bies [14] argue that, when attempting to

collect user data in order to personalize Web sites, consumers

are willing to share preference information in exchange for

benefits such as convenience if the quantified value of services

outweighs the quantified loss of privacy. Hann et al. [18]

show that economic incentives affect users’ willingness to

share information, and derive consumers’ monetary worth of

secondary use of personal information. Cheskin Research [7]

found that many expert users (younger males especially) are

willing to sacrifice more private information if it leads to better

prices.

While people understand that their information has value,

since different users value their information differently, tech-

niques are needed to help determine these values in order to fa-

cilitate effective decision making. Utility elicitation techniques

[5] can be used to help senders determine how they privately

value their personal information. Once these values have been

assessed, since information receivers are not likely to agree

on such values, negotiation may take place to determine a

suitable exchange. Earlier drafts of P3P included a protocol

for multi-round negotiation. However, it was believed that

this made P3P too complicated, and it was thus dropped

from the specification. Cranor and Resnick [12] show that



under assumptions of user anonymity, publicly known Web

site strategies, and no negotiation transaction costs for users,

take-it-or-leave-it offers yield just as much Web site profit as

any negotiation strategy. On the other hand, Buffett et al.[2]

show that when rewards are offered these assumptions are no

longer valid, and give a protocol for multi-issue automated

negotiation [17], [19], [20] where the information receiver

can offer a certain level of service (e.g., 10% discount, free

delivery) in exchange for private information. Multi-attribute

utility theory [21] is used to rank each party’s preferences.

In this paper, we present a tool for determining and

conducting fair private information exchanges. The MONO-

LOGUE (Multi-Object Negotiator for On-Line Offers Guided

by Utility Elicitation) system provides a negotiation engine

that works autonomously on behalf of the user towards finding

an acceptable exchange. To facilitate effective negotiation,

the MONOLOGUE implementation includes special utility

elicitation capabilities that allow it to learn the user’s specific

privacy preferences with minimal interaction with the user.

In addition, MONOLOGUE uses special statistical inference

techniques to learn preferences and goals of the opposing

negotiator (i.e. the website) during negotiation. This not only

accelerates the negotiation process, but also aids in strategy

computation and thus helps the negotiator achieve better deals

on behalf of the user.

II. AN EXAMPLE PRIVATE INFORMATION EXCHANGE

SCENARIO

Consider an online shopper searching for a new book at a

(fictitious) website, Amazin.com. After a short search, the book

is found to be for sale at a cost of $34. Carefully assessing

all pertinent factors such as current bank balance, bills, future

income and personal interest in obtaining the book, the buyer

concludes that $34 is a reasonable price to pay, and agrees to

the transaction.

While a buyer might not actually do a full analysis of his

financial position each time a purchase decision such as this

is made, factors such as these will typically have some sort of

indirect influence on whether a candidate purchase is made.

The point is that one can fairly easily determine the costs

and benefits of the purchase. However, such costs and benefits

quickly become unclear when private information exposure is

part of the deal.

Consider again the above buyer. After accepting the offered

price, the buyer is told that some personal information is

needed in order to set up an account. In particular, the

website requires his name, address, credit card number and

phone number. The buyer is also informed that, as a new

member, he can sign up for “The Amazin Club”. The club

entitles the member to benefits such as a $30 discount on

his next purchase, automatic updates on sales and website

personalization. The cost is free; all that is needed is the

buyer’s e-mail address, birthday, and some information on his

interests and hobbies. Finally, the buyer is informed that he can

join the “Amazin Community”, where members can suggest

books to each other. Here the buyer only needs to provide

the names and e-mail addresses of ten friends and/or family

members.

Determining how to proceed in this case is clearly not as

simple. To start, it is much more difficult to determine the

possible costs associated with such exposure. Will the informa-

tion be used only as promised in the website’s privacy policy?

Even if the information is used properly, what are the possible

consequences? Will the buyer receive junk mail at home,

phone calls or spam? Are more serious consequences possible,

such as those that could jeopardize his professional career?

Economic concerns are important as well. The information has

obvious value for the requestor, but are they offering enough in

return? Would they be willing to offer more benefit, or perhaps

settle for less information for the same reward?

The objective of MONOLOGUE is to help the user to

determine the fair value of his private information, given

market values as well as personal preferences, and to negotiate

with the website to determine an exchange such that the

costs and benefits are fair to both sides. MONOLOGUE has

the added goal of carrying out this preference elicitation

and negotiation as quickly as possible, and with minimal

interaction with the user. The remainder of this paper discusses

the MONOLOGUE system model and some of the theory used

in the implementation to achieve these goals.

III. AUTOMATED NEGOTIATION

Several issues arise in the definition of an automated ne-

gotiation system. Here we assume that negotiations are done

by alternating offers - no other information is exchanged

between participants. We partition the set of such negotiations

according to the content of offers: one issue or several issues,

and for each issue whether it is scalar-, discrete- or set-valued.

Note that some issues have a natural orientation; customers

want to pay less money, and information holders want to

divulge less data. This imposes a mutually known partial order

over the set of values of that attribute (which our protocol

will exploit in Section IV B). An example of a single-issue

negotiation with a scalar-valued issue would be haggling over

the price of a single item, where price is a scalar and the

owner of the object seeks to increase the price. When money

is exchanged, it is (almost) always a scalar value. Sometimes

discrete values are used, where the discussion is over the

choice of one of several possible colours, for example. Another

type of discrete-valued attribute would be a binary one that

represents the inclusion or exclusion of a special feature, such

as an extended warranty. Often set-valued attributes are used

in offers. For example, a carpenter might negotiate to perform

a set of tasks for a mechanic in exchange for a set of the

mechanic’s services on the carpenter’s car. In this multi-issue

case each offer is a pair of sets: the carpenter’s services and

the mechanic’s services. For a different example, if a set

of carpentry services and a set of mechanic’s services are

exchanged for money, each offer would be composed of two

sets of services and a scalar price.



 

Fig. 1. The initial screen of the MONOLOGUE user interface.

IV. THE MONOLOGUE SYSTEM

A. System Overview

The MONOLOGUE system has a two-tiered architecture

where the client-side application interacts with the user to

determine the user preferences, and also informs the user of

the current negotiation progress as well as histories of previous

negotiations. The client also devises the negotiation strategies,

sends and receives offers, and performs decision-making. The

server-side maintains a database consisting of utilities of other

(anonymous) registered users for various private items as they

pertain to various websites. This database is used to help

determine the specific user’s preferences, using a process

described in more detail later in the paper. Figure 1 depicts the

initial MONOLOGUE screen where the user can specify his

settings and preferences off-line, and examine various results

and statistics of previous negotiations.

The flow diagram in Figure 2 shows the MONOLOGUE

system at work. The process is initiated by a request for

private information by a website (see Figure 3). This request,

along with the benefits that would be obtained by the user by

consenting to such a release, is considered to be the initial

offer. After this offer is displayed, the user may choose to

either negotiate, or terminate the interaction with the website

altogether. The negotiation process then consists of one or

more cycles. In the first step of the cycle, the website’s

offer is considered. Using a given negotiation strategy, the

MONOLOGUE negotiation engine determines whether to

accept the offer or decline and submit a counteroffer. If no

valid counteroffer exists under the rules of the negotiation

protocol, the negotiation may be terminated. A message is

then composed according to the protocol that either indicates

the decision to accept or quit, or proposes a counteroffer. This

message is transmitted to the website by the communication

engine, which then awaits a response. The process continues

until either party either accepts an offer or quits. If an offer

is accepted it is considered binding, and the exchange of

private information, reward tokens, certificates, and any other

components of the deal takes place.

Send Offer to MONOLOGUE 

medium to be displayed
Display offer to 

Customer. Ask customer 

if they want to Negotiate 

or not.

NO
Quit

YES

MONOLOGUE

Interprets the 

Offer

Offer 

Accepted Exchange

Private 

information

& certificatesOffer NOT Accepted

Formulate a

Counter Offer

Send to Business
Business

Interprets

OfferO
ffe

r A
cc

ep
te

d

Exchange

Private 

information

& certificates

NOT 

Accepted

Send Offer to 

MONOLOGUE

Quit

If no acceptable offers left

Formulate 

a Counter 

OfferQuit

If no acceptable 

offers left

Start
Business’

Initial offer

Business’

counter-offer

Customer’s

counter-offer

 
 
 
 
 
 
  

Fig. 2. Flow diagram of the MONOLOGUE system.

 

Fig. 3. The MONOLOGUE screen displaying the details of an information
request initiated by a website.

B. Negotiation Protocol

We consider a two-participant bilateral negotiation where

each participant is self-interested and has incomplete infor-

mation about the opponent. Information is incomplete in

that a participant is unsure not only about the opponent’s

reserve limits and deadlines, but also about its preference

ranking of possible offers. The PrivacyPact protocol [2] is a

protocol for alternating-offers bilateral negotiation of private

information exchanges. Each offer under the protocol consists

of two components: a P3P statement and a reward. A P3P

statement specifies the contents and terms pertaining to a

private information exchange. In particular, a P3P statement

dictates the data to be exchanged, the recipients, the purposes

and the time for which the data will be retained. Rewards could

include discounts on merchandise, free software or document

downloads or air miles.

While utilities for statements and rewards are privately

known, a partial order of each negotiator’s preferences is

mutually known. Specifically, we assume that the website nec-

essarily values a statement s no more than another statement s′

if the data, recipients and purposes specified in s are subsets of

those specified in s′ and the retention time specified in s is no

longer than that in s′. For the user, s′ is valued no more than

s. We denote this as s ¹ s′, meaning that “the information

specified in s is necessarily less than or equal to that specified



in s′”. Similarly, since some rewards are mutually agreeable

to be “more” or “better” than others (e.g. items with monetary

value), we assume that a partial order exists over the set of

reward tokens. If a token t is no larger than a token t′ (denoted

by t ¹ t′), then the website values t′ no more than t and the

user values t no more.

These partial orders are used to ensure that each negotiator

attempts to make progress. In particular, a negotiator cannot

make an offer that is necessarily worse to the opponent than

a previous offer. Thus the website cannot offer o = 〈s, t〉 if

it previously made an offer o′ = 〈s′, t′〉 such that s′ ¹ s and

t ¹ t′. Similarly the user cannot offer o = 〈s, t〉 if it previously

made an offer o′ = 〈s′, t′〉 such that s ¹ s′ and t′ ¹ t. If a

negotiator makes an offer that is necessarily as good or better

according to this partial order than an offer previously made

by the opponent, the negotiation ends with this last offer being

the agreement.

To illustrate the point, we demonstrate a simple example

negotiation, where the business is interested in obtaining the

customer’s salary, name, phone number and email address. In

practice, at least one purpose and one recipient as well as a

retention time are needed in a P3P statement, but for simplicity

we omit these in the example. After establishing these desired

data elements, the customer then responds with a subset of

these items, perhaps omitting the salary element. This indicates

that he is not interested in divulging any information on salary,

no matter what the business is offering, and effectively takes

it off the bargaining table. Also, consider the set T of reward

tokens presented to the customer to contain three levels of

service: Silver, Gold and Platinum, where Silver ¹ Gold ¹
Platinum. This forms the initial domain of negotiation and

concludes the initial phase.

In order to negotiate, each participant p ∈ {b, c} determines

his own utility up for each potential offer. Since utility is

typically normalized from 0 to 1, we set the utility of the best

option to 1 and the worst to 0, and the utilities for all other

offers to sensible values in between. In the customer’s utility

table (Table I(a)), we see that giving out the name, phone

number, and email in exchange for Gold service has a utility

value of .3. On the other hand, the business values this offer

with utility .65 (Table I(b)). Note that each participant’s utility

table is not visible to the other participant in a negotiation.

Also, let the utility acceptability threshold be αc = .55 for

the customer and αb = .5 for the business. The areas that are

outlined by dark black are the acceptable offers. For instance,

the customer may accept an offer from the business asking

for the phone number in exchange for Gold service. The

cells with darker gray background are the (unknown) mutually

acceptable deals. For example, one such deal involves the

customer divulging his name and the business offering gold

service in return.

A sample negotiation session is listed in Figure 4. Private

utility values for each participant are given for each offer.

In step 7 the business’s offer indicates acceptance since it is

at least as good for the customer as one of the customer’s

previous offers (in step 6). Finally, the certification phase is

 

 {n} {p} {n,p} {e} {p,e} {n,e} {n,p,e} 

Silver .4 .35 .3 .25 .1 .05 0 

Gold .7 .65 .6 .55 .4 .35 .3 

Platinum 1 .85 .8 .75 .6 .55 .5 

 

   (a) Customer utility table (n = name, p = phone, e = email, α=.55) 
 

 {n,p,e} {n,p} {n,e} {n} {p,e} {p} {e} 

Platinum .5 .45 .35 .3 .2 .15 0 

Gold .7 .65 .55 .5 .4 .35 .3 

Silver 1 .95 .85 .8 .7 .65 .6 

 

  (b) Business utility table (n = name, p = phone, e = email, α=.5) 

TABLE I

UTILITY VALUES FOR EACH PARTICIPANT IN THE EXAMPLE NEGOTIATION.

 
 

 
 

Business ub uc Customer ub uc 

1. { } Silverepn ,,,  1 0 2. Platinumn},{   .3 1 

3. { } Silverpn ,,  .95 .3 4. { } Platinump ,  .15 .85 

5. { } Silvern ,  .8 .4 6. { } Goldn ,  .5 .7 

7. { } Goldn ,  DEAL! .5 .7  

Fig. 4. A sample negotiation session using the PrivacyPact protocol after
the initial phase

reached and the transaction is completed.

Note that in this example the protocol would not allow the

business to make an offer at step 7 of, say, 〈{n, e}, Silver〉,
since this is necessarily worse to the customer than a previous

offer (given in step 5). This prevents a participant from

purposely making offers that wear on the patience of the

opponent, thus possibly persuading him to accept the last

reasonable offer. However, keeping in the spirit of negotiation,

a participant is in no way bound to accept the first acceptable

offer received. For example, the business could have coun-

tered in step 7 with 〈{n, p}, Gold〉, and possibly reached a

better deal. So our protocol does not restrict any reasonable

bargaining strategies.

C. Utility Elicitation

In order to make intelligent decisions during privacy ne-

gotiations, a system must understand the user’s utilities for

the various consequences that could arise as a result of an

agreement that is negotiated with a website. Different users

might have very different preferences when it comes to giving

up their private information, and a particular user might have

very different opinions about releasing a specific piece of

information, depending on the particular website involved.

As part of the utility elicitation process, the system should

inform users of the possible consequences of releasing certain

pieces of private information. For example, suppose a website

is seeking the following information from the user: name

(n), address (a), e-mail address (e), company (c), academic

institution (ai), student number (s) and phone number (p).

Thus the entire set of information units being sought is denoted

by IU = {n, a, e, c, ai, s, p}. The set A of actions that could

occur as a result of releasing the information in IU is



Spam Sp :- e
Junk mail J :- n, a
Telemarketing T :- n, p
Get grades G :- ai, s
Notice to boss B :- n, c
Visit from salespeople Sa :- a

where J :- n, a denotes that junk mail is a possible consequence

when name and address are given up.

We also estimate the probability that each of these actions

would be performed by the party receiving the information.

The utility (cost) of giving away a set of information units

is calculated based on the expected utility of the actions that

could be performed as a result.

It can be very difficult to obtain complete information about

a user’s utilities for all possible outcomes. We follow the

approach of Chajewska et al. [5], in which utilities are treated

as random variables drawn from known distributions, based

on data gathered from other users. Our goal is to ask the user

questions about his privacy preferences that will reduce the

uncertainty in these distributions. By gaining new information

and reducing our uncertainty, we can improve the expected

utility of following our chosen negotiation strategy.

Given the distributions D and a strategy π, which is the

sequence of decisions to be made in the current problem (and

the criteria used for making those decisions), the expected

utility Eu[π|D] of the strategy given the distributions is

computed. The goal is then to determine the question to

ask the decision-maker that will provide the most valuable

information. Let q be such a question with n possible answers.

If the user gives the ith answer with probability p(i) and the

resulting distributions given this new information are Di, then

the posterior expected utility after asking q is

n
∑

i=1

p(i)Eu[π|Di]

At any given time, we ask the question q that yields the

greatest increase in expected utility.

Typical questions follow the standard gamble pattern [21].

For example, a user might be asked whether he would prefer a

situation in which he would receive junk mail for certain or a

lottery in which he would receive nothing with probability 0.5

and would be phoned by telemarketers with probability 0.5.

If we already know the user’s utilities for receiving nothing

and for being phoned by telemarketers (perhaps 1 and 0,

respectively), then this question improves our estimate of the

user’s utility for receiving junk mail, essentially by telling us

whether it is above or below 0.5. A more detailed description

is given by Buffett et al. [3].

One of the most challenging aspects of the utility elicitation

process is the task of composing prior distributions – in

particular, the task of modeling the dependencies between

utilities. For example, a user who is particularly unhappy with

the prospect of receiving future offers from a company by

phone is also likely to be averse to the idea of receiving

spam e-mail. To account for these dependencies, we model the
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Fig. 5. An example Bayesian Network modeling dependencies in utilities
for privacy consequences

system of outcomes as a Bayesian network. Figure 5 gives a

simple example of such a network, where five consequences

are shown:

N: Company A gets name, keeps in database

P: Company A gets phone number, keeps in database

T: Receive unsolicited phone calls from company A for 1 year

E: Company B will be provided with e-mail address

S: Receive spam

The network in Figure 5 indicates that the user’s utility

for telemarketing is dependent on his utilities for giving up

his name and his phone number, and his utility for spam is

dependent on his utility for telemarketing and for having a

third party receive his e-mail address. While some of these

dependencies may be moderate, such as spam’s dependency on

telemarketing, there is likely a high interdependency between

two very similar consequences, such as third party e-mail and

spam. It is likely that if we can ascertain the user’s utility

for having a third party receive his e-mail address, we can be

quite certain about her utility for receiving spam.

Judging these conditional probabilities can be difficult.

Utilities for telemarketing almost certainly depend on those for

name and phone number, but the degree of these dependencies

can be difficult to estimate. Very low utilities for name and

phone number would certainly imply low utility for telemar-

keting, but high utilities for name and phone number (indicat-

ing that the user would not mind very much giving either piece

of information away separately) certainly does not necessarily

imply that the utility for telemarketing is high. We utilize the

approach proposed by Cooper and Herskovits [9], which builds

a Bayesian Network completely from data. In this way, starting

with some initial sample utilities, the network can essentially

be learned from the true utilities that are derived from each

user. Each time a new user’s utilities are elicited, these can be

added to the database (perhaps maintained by a web service),

and the Bayes’ net and corresponding conditional probability

distributions can then be updated.

As discussed earlier, the task of choosing the next question

to ask is a matter of determining the question that will yield

the greatest increase in the expected utility of our chosen

negotiation strategy. However, we want to ensure that our

model respects the fact that a constant barrage of questions

from the system is likely to annoy the user to the point that

he is unlikely to want to use the system at all. Taking this into



consideration, we have developed a preliminary formula for

the bother cost [3] associated with asking the user a question at

a particular time. This bother cost is modeled as a function that

depends on the user’s self-reported willingness to interact with

the system and also on the degree of bother to which the user

has been subjected in recent sessions. The system then uses

this bother cost to decide when to terminate a question period

with the user: it quits as soon as the bother cost exceeds the

expected gain in utility from asking the best available question.

D. Negotiation Strategy

The MONOLOGUE negotiation strategy mechanism is

based on the idea of similarity maximization when making

tradeoffs [16], and is described in more detail by Buffett et

al. [2]. In single-issue negotiation, there is typically a clear

understanding of the preferences for each negotiation party.

For example, when the issue is money, each party knows

the opponent’s preference: the buyer prefers less and the

seller prefers more. In multi-issue negotiation, the opponent’s

preferences for some issues may be unclear (e.g. colour of

a car). Even if preferences over attribute values are clear,

preferences over combinations of attribute values might not

be obvious. It may be known that someone likes red cars and

Corvettes, but they may not like red Corvettes. MONOLOGUE

currently employs a strategy that attempts to make offers that

are similar to those previously made by the opponent, with

the hope that such offers are likely to be more preferred than

less similar offers. This co-operative approach is likely to

help guide the negotiation process to a faster convergence.

Only offers that fall into a target utility range for the user

are considered. This means that the user should be virtually

indifferent over the set of candidate offers, since satisfactory

tradeoffs are made in the attribute values. Thus the offer from

this set with highest similarity to the opponent’s offers will

have satisfactory utility for the user and should have relatively

high utility for the opponent. The attitude of the strategy can

be varied from miserly, accomplished by using a small range

of utilities which will include only the very best offers for the

user, to co-operative, where a larger range is used and is thus

likely to produce better offers for the opponent.

V. EXPERIMENTATION

In this section, we test the performance of the protocol

utilized by MONOLOGUE. The PrivacyPact protocol is tested

for two reasons: first as a demonstration of its feasibility,

and second to experiment with various strategies for dealing

with the possibly exponentially long negotiations. Our initial

intention is not to study how a highly effective negotiation

strategy can be built, but rather to demonstrate that simple

strategies can be effective for reducing the lengths of the

conversations, and thus provide assurance that the protocol

is not without merit.

A. Assessing the utility of an offer

The first task is to create a utility value for each ex-

change for each of the two participants in the negotiation.

This function maps each P3P statement and token to a real

value from [0, 1] representing the utility of that exchange

for that participant. This function should meet two criteria:

transparency and smoothness. We consider each of these in

turn.
It should be transparent to a participant that the utility

assignment accurately reflects his opinions about the rel-

ative importances of the various aspects of the offer and

combinations of these aspects. Thus it is essential that the

participant’s opinions about these importances are expressed

in a simple way. We provide two types of statements that allow

the participant to express these importances: for individual

items, and for combinations of items. Recall that each offer

exchanges a tuple 〈d, r, p, τ〉 for some token t, where d is a

subset of the data D, r is a subset of recipients R, p is a subset

of purposes P , and these are the multi-valued attributes. Also,

τ is a real-valued duration and t is a token selected from T ,

and these are the single-valued attributes. For the purposes

of this experiment, user utilities are produced as follows. In

the first type of statement, the participant gives each item in

D, R, P,ℜ and T a number in the range [0, 1] that represents

his opinion on the importance of this item. For each such item

e let l(e) be this assigned value. These numbers are directly

translated into utility values as follows, where e is from an

attribute Y and this participant is on the receiving end for

this item (the business recieves data, recipients, purposes and

retention times while the customer recieves tokens):

u(e) =







l(e)/Σi∈Y l(i) if Y is a multivalued attibute

l(e)/maxi∈Y l(i) if Y is single-valued
(1)

These values for the importance numbers can come from any

distribution, and this equation scales them to a number in

[0, 1]. If the participant is the holder of this attribute (i.e.

the business holds tokens while the customer holds data,

recipients, purposes and retention times), then the utility value

is one minus the value of u computed by Equation 1. There

is less utility in giving away more important items.
For example, a business that wants to receive a customer’s

name most and email address least, where the Y attribute

also contains phone number, might express that l(name) =
9, l(email) = 1, and l(phone) = 5. Then u(name) = 9/15 =
0.6, while u(email) = 1/15. A customer who shares the

same opinions of relative importance would have a utility of

1 − 0.6 = 0.4 for giving his name.
A combination of several items is given the utility equal

to the sum of the utilities of these items, except when there

is information from the user that gives such a set special

importance, which is considered in the next paragraph. In

the absence of any special instructions from the business,

the offer of a name and email would be given utility of

9/15 + 1/15 ≈ 0.67.
Also a participant might express that a combination of items

has a special importance. For instance the business may want

to express that receiving a name and phone number combined



has a higher importance, since it may be used to identify that

person uniquely. In this case the participant would express

that the combination has higher importance, perhaps 18. The

utility of receiving a name and phone number would be based

on considering the name and phone number combination to be

one item, redefining Y accordingly, and applying Equation 1.

Keeping l(email) = 1, and defining l(name-and-phone) = 18
we have that u(name-and-phone) = 18/19 ≈ 0.947.

After the utilities from each of the four data dimensions

are considered, the utility us(〈d, r, p, τ〉) of a statement is

calculated. In this experiment we multiplied the four utilities

together. That is, us(〈d, r, p, τ〉) = u(d)×u(r)×u(p)×u(τ).
Thus each component counts equally and the final utility of a

statement is a number in [0, 1]. Once the utilities for tokens

has been determined, the utility u(s, t) of an offer is calculated

using the bilinear function

uz(s, t) = ks
zu

s
z(s) + kt

zu
t
z(t) + kst

z us
z(s)u

t
z(t) (2)

for all s ∈ S and t ∈ T , where ks
z , kt

z and kst
z are scaling

constants which sum to 1 (refer to Keeney and Raiffa [21],

for example). In our experiments we assigned statement and

token utility equal weight (i.e. ks = kt = 0.5, kst = 0) for

each participant.

We also allow that a combination of items from different

sets be considered specially. For instance a participant might

choose to place special importance on an offer that includes the

phone number when it is allowed to be used for telemarketing

purposes, combining consideration from separate dimensions.

While this could be done in terms of importance measures,

we found this difficult to explain to users because the different

dimensions may be using different scales, so these numbers

are given as utilities, as numbers in [0, 1].
The utility function should also be smooth, so that similar

offers that trade items of almost equal importance have similar

utilities. If a utility function meets both the smoothness and

the transparency criteria, it may be possible for a participant

that knows how the competing participant has assessed some

offers – e.g. whether some offers were assessed higher than

others – to form an opinion about which items are important.

We will revisit this point in the next section, and show that

this smoothness can help cooperative negotiating partners to

discover mutually acceptable offers within short negotiations.

B. Computing Negotiations with a Prototype

The goal of our experiment is to show that MONOLOGUE

can accommodate simple strategies to give rise to short con-

versations. We define three negotiation strategies: “miserly”

that always makes its next offer according to what is most

beneficial to itself, “cooperative” whose next offer is chosen

according to its similarity to any of the partner’s previous

offers, and “hybrid” which is a combination of the previous

two.

The miserly negotiator makes a counteroffer by considering

all of the valid offers, defined as those admitted by the

conditions of the PrivacyPact protocol, and selects the one

with maximal utility for itself, without any consideration of

the opponent’s previous offers. Thus a negotiation involving

two miserly participants may require an excessive number of

messages to converge, since the space of offers is essentially

searched exhaustively to find an agreement.

The cooperative negotiator attempts to overcome this by

considering all pairs of offers from two sets: the set of

possible counteroffers allowed by the protocol, and the set of

previous offers from the opponent. For each pair a similarity

measure is determined, and the counteroffer selected is the one

most similar to some previous offer of the opponent’s. The

similarity between a pair of offers is considered according to

the similarity of each of the five dimensions. For single valued

attributes, the similarity is some defined distance between the

values. For instance, retention times are real numbers and the

distance can be their difference. For a pair of multivalued

attributes chosen from a set S, the distance is calculated

according to the number of values from S that they agree upon

as a fraction of the size of S. They agree on a value either

if they both contain it, or both do not. They disagree if one

contains it and the other does not. Once all five dimensions

are considered, a linear combination of the five numbers gives

the overall similarity; in our case each of data, recipients,

purposes, retention time and token similarity counts as one

fifth.

The hybrid negotiator combines the other two; it attempts to

find good counteroffers quickly by looking first at deals most

favourable to itself (i.e. with highest utility), and then choosing

from these deals the one that maximizes the similarity mea-

sure. In our experiments, the number of such counteroffers

was set at n = |O|/10 where O is the set of possible offers at

the beginning of the negotiation. Thus at the beginning of the

negotiation, the participant only considers the best 10% of the

possible offers. Since the value of n remains fixed throughout

the negotiation but the number of offers allowed by the

protocol decreases, the percentage of valid offers considered

increases. Thus the participant becomes more cooperative as

the negotiation continues. Since one often wants to make more

concessions as time elapses in a negotiation, this is still a very

reasonable strategy.

In lieu of real-world examples, which do not (yet) exist, we

selected a variety of examples, each with a selection of infor-

mation items, recipients, purposes, retention times and tokens.

Certain goals for the business were set by setting importance

of certain subsets high, while goals for the customer were

specified by setting low importance for some combinations.

Once the utility functions are defined, and before negotiation

can begin, it is necessary to select alpha thresholds for each

negotiator. This threshold specifies the lowest utility a partner

has for accepting an offer. To make the negotiation as hard as

possible, we set the alphas so that a small but non-zero number

of offers could be accepted. We do this by considering each

offer in turn and the pairs of utilities assigned by the partners.

(Ordinarily no one party would have access to both of these

functions.) For each pair, we selected the lower value, and



from all these low values we select the highest. The offer

associated with this highest low is arguably a hard exchange

to find since it represents an offer not much favored by either

partner. For each partner, the alpha value is assigned to be that

partner’s utility of this offer.

We tested the performance of each of the miserly, coop-

erative and hybrid customer negotiation strategies against a

miserly business negotiator. This gives a clear demonstration

of how quickly these simple strategies can converge. Note that

each strategy was tested against the miserly negotiator rather

than against a cooperative or hybrid negotiator since those

results, while still much better than miserly versus miserly,

were more erratic. For example, in some cases a negotiation

involving two cooperative agents would take longer than one

involving one cooperative and one miserly. This is because

they would both try too hard to please each other and thus

make convergence more difficult. Occurrences such as this

were completely example-dependent and thus did not warrant

consideration in our analysis, simply because our goal is

only to show that the protocol can converge quickly under

reasonable strategies. Table II gives the results. For each run,

the number of negotiable items and the number of possible

offers are given, as well as the number of messages required

for convergence for each of the three strategies. For the

sake of simplicity, only elements of D in the statements

are negotiated. That is, the purposes, recipients and retention

time are agreed upon in the initial phase. Also there are four

tokens up for negotiation. Thus for |D| negotiable items there

are (2|D| − 1) × 4 possible offers. Experiments show that

most of the space of offers is searched when the miserly

strategy is employed. However, a considerably smaller number

of exchanges are required when the hybrid and cooperative

strategies are employed. This is a good indication that the

protocol has potential to converge quickly when simple but

effective strategies are used.

VI. CURRENT WORK

In this section we highlight a few of the major capabili-

ties we are currently in the process of implementing in the

MONOLOGUE system. Each of these components relies on

existing and new research and theory, and can be viewed

as important problems for research on their own. We briefly

introduce each project and discuss how each addition should

improve efficiency and/or performance of the overall system.

A. Eliciting Complex Utility Functions

One method for determining a user’s preferences over the

set of candidate policies is to compute the utility of each

policy as a function of the potential cost of exposure. The

higher the cost of a policy, the lower the utility one would

have for agreeing to it. Ideally, one could initially determine

the cost of giving away each private item and then compute

the cost of any set of items as the sum of the item costs.

However, these costs (and therefore utilities) are not additive.

For example, a user may associate very low costs with giving

away his name or his postal code, but perhaps a very high

Number of Number of Business Customer Number of
negotiable possible Strategy Strategy messages to

items offers converge
3 28 miser miser 24

hybrid 18
co-op 4

4 60 miser miser 48
hybrid 12
co-op 6

5 124 miser miser 104
hybrid 16
co-op 4

6 252 miser miser 194
hybrid 16
co-op 10

7 508 miser miser 388
hybrid 20
co-op 4

8 1020 miser miser 818
hybrid 32
co-op 4

9 2044 miser miser 1670
hybrid 52
co-op 38

10 4092 miser miser 3178
hybrid 66
co-op 56

TABLE II

NEGOTIATION LENGTHS FOR VARIOUS PROBLEMS AND STRATEGIES

cost with giving the two away together, since these two pieces

of information may make him personally identifiable. So the

cost of the two may far exceed the sum. Accounting for these

dependencies makes the utility function extremely complex.

Here we examine two techniques with which we are currently

experimenting to address this complexity.

One method takes explicit preferences from the user, along

with dependencies over those preferences, and determines

which of any two sets of items is preferred. For example,

a user may specify that his utility for giving away his postal

code is higher than that for his e-mail address, but his utility

for name and postal code is less than that for his name and

e-mail. Thus the presence of name effectively makes his utility

for giving away his postal code less than that for his e-mail

address. When several of these dependencies exist, it becomes

much more difficult to determine which of two sets of data

should be preferred by the user. To solve this problem, we

are currently attempting to build on a technique proposed by

Boutilier et al. [1]. With this technique, a dependency tree is

used to help determine a sequence of intermediate sets that

monotonically increase in preference level, proving that one

set is preferred over the other.

The second method examines data over the set of previous

users and makes use of collaborative filtering to find likely

dependencies for the given user. The idea is that people

similar to the user will likely have similar dependencies in

their preferences. Elicitation is used to determine utilities over

individual items, and collaborative filtering is then used to

determine which sets are likely to be additive and which are

likely to be special cases because of dependencies.



B. Classification of Opponent Preferences

In order to construct effective negotiation strategies that will

maximize the user’s expected utility, the negotiation engine

needs to know a few things about the opponent’s preferences.

We are currently implementing a classification method that

attempts to learn the opponent’s preferences during negotia-

tion [4]. The technique works by grouping similar candidate

preference relations into classes. While it is unlikely that the

opponent’s preferences can be fully learned, it may be possible

to place the opponent in a particular class by examining its

sequence of offers thus far in a negotiation. All preference

relations in a class are relatively similar. That way, we do not

need to pinpoint the full preference relation with certainty; we

only need to examine the evidence and determine which class

is most likely to include the relation. Then any relation in the

class should be reasonably close to the opponent’s relation and

a reasonably effective negotiation strategy can be computed.

A Bayesian technique is used to determine the likelihood that

the opponent’s true preference relation over the set of offers

lies in each class. Evidence used for classification decision-

making is obtained by observing the opponent’s sequence of

offers and applying the concession assumption, which states

that negotiators usually decrease their offer utilities as time

passes in order to find a deal. Initial experiments show that

the technique can find the correct class after very few offers

and can select a preference relation that is likely to match

closely with the opponent’s true preferences.

C. System/User Interaction

As mentioned earlier, an important component of our model

is a quantitative estimate of the degree of bother that will be

experienced by a specific user when a question is asked at a

particular time. The formula proposed by Buffett et al. [3] is

still preliminary and has not been tested empirically. One of

our current projects is a deeper investigation of this notion

of bother cost. In addition to refining our own model, we

are performing a literature search to find other approaches

to quantifying the bother or annoyance experienced by users

due to questions or interruptions. We will test several of

these approaches by performing some simple experiments with

real users working on a small problem. The goal of these

experiments is to find the most accurate predictor of the true

degree to which users are bothered by a particular line of

questioning. By having a better representation for the bother

cost, we can make better decisions about when the expected

benefits of asking a question outweigh the costs.

VII. CONCLUSIONS AND FUTURE WORK

The MONOLOGUE system integrates a number of inno-

vative features: It allows multi-attribute offers where each

attribute can be scalar-, discrete- or set-valued. We use it to

negotiate P3P statements in exchange for rewards, so we elicit

the user’s utility of the information and the reward before

entering the negotiation. The elicitation phase is sensitive to

the user’s tolerance for answering questions, so the utility

of the answer is measured against the bother cost of the

question. The system then performs the negotiation, according

to a strategy selectable by the user which can range from

miserly to co-operative. It analyses the opponent’s pattern of

responses and classifies the opponent, in order to better predict

future counter-offers. This increases the effectiveness of the

negotiation and the benefits to the user.

Simple experiments were carried out with the main goal

of testing the efficiency of the negotiation protocol used by

MONOLOGUE, PrivacyPact. Three simple negotiation strate-

gies were employed: miserly, cooperative, and a hybrid of

the two. Results show that, while the number of exchanges

required for the negotiation to converge to an agreement are

exponential in the worst case, in practice such negotiations

tend to converge quite quickly. One unexpected observation

was the surprising inefficiency of negotiations involving two

cooperative negotiators. One explanation for this phenomenon

is that since both negotiators focus on pleasing the opponent,

neither really reveals their true preferences. Thus negotiations

can tend to converge toward deals that are not preferred by

either party.

For future work, one significant project will involve the

development of negotiation strategies that will perform well

against a cooperative opponent, either to work together to

find agreements quickly, or to exploit the opponent’s good

intentions and work to find the best deal for the user. A

significant effort has focused recently on finding trade-offs in

offers that better accommodate the opponent’s goals in order

to cooperate towards a solution [8], [15]. A natural next step

is to look at methods to compete or cooperate with an agent

using these techniques.

We also plan to examine the usefulness of the system in

domains other than privacy. Complex purchase negotiations,

such as those involved in purchasing automobiles or travel

packages could benefit from some of the technology created

for MONOLOGUE.
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