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Abstract 
 

Security services become important when developing practical multi-agent e-commerce systems. We first 

provide an overview of the multi-agent system scalability and model a multi-agent application system -- a 

labor market case based on the JADE multi-agent platform. We then simulate the scalability of the multi-

agent application system in security services, and analyze their effect. Finally, we offer additional research on 

the adaptation and self-organization of the multi-agent system to make the system better able to cope with 

large numbers of agents and to be more efficient. 
 

 

1. Introduction 
 

Multi-agent systems have been identified as a programming paradigm that allows flexible structuring of 

distributed computation over the Internet. This new paradigm proposes solutions to highly distributed 

problems in dynamic, open computational domains. It is expected that they will take an important role in the 

future information society and especially in e-commerce applications. Unfortunately, most multi-agent 

systems that have been built so far involve interactions between relatively small numbers of agents. When 

multi-agent systems are employed in larger applications, what issues of scaling need to be considered? In an 

e-commerce or e-government application employing negotiating agents, is it possible to determine how many 

agents can be supported without significant delays to the user? These are the scalability questions. Scalability 

has become an important issue in the successful deployment of multi-agent software, since performance 

requirements can change over time. Therefore, it is often expected that the multi-agent software can be scaled 

up or down to ensure the desired performance at minimal costs. 

 

On the other hand, security services become important when developing practical multi-agent e-commerce 

systems. However, security and privacy protection for multi-agents is still a young discipline. In this paper, 

we provide an overview of the multi-agent system scalability and model a multi-agent application system -- a 

labor market case based on the JADE multi-agent platform. We then simulate the scalability of the multi-

agent application system in security services and analyze their effect on the multi-agent system scalability. 

Finally, we offer additional research on the adaptation and self-organization of the multi-agent system to 

make the system better able to cope with large numbers of agents and to be more efficient. 

 

The rest of the paper is organized as follows. The background about multi-agent system scalability is briefly 

reviewed, and a labor market multi-agent application system is proposed in the next section. In Section 3, the 

scalability in the security services is simulated and analyzed. In Section 4, the scalability of the multi-agent 

system is simulated for the different organization forms. In Section 5, some concluding remarks and 

directions are presented for further research. 
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2. Overview of Multi-agent System Scalability 
 

In this Section, we first introduce the concept and questions of scalability described in [26], and then analyze 

the factors that impact multi-agent system scalability and discuss the technologies and methods measuring 

scalability and enhancing scalability. 

 

 

2.1 Definition of Scalability 

 

The problem of scalability is one with which the distributed computing community is still wrestling. 

Scalability problems generally manifest themselves as performance problems. According to O.Rana's 

description [26], scalability in its most general form is defined as: "the ability of a solution to a problem to 

work when the size of the problem increases". Actually, scaling can be performed up or down. A program is 

considered able to scale up, if the addition of certain resources (e.g. memory, processor) will lead to an 

increase in performance. A program can be considered able to scale down if it is possible to remove/reduce 

the access of certain resources (e.g. less memory, slower processor). For example, with the rise of small and 

mobile computing devices the problem often arises if and how software can be scaled down to run in a more 

resource-constrained environment. While it is important to realize that systems can also scale down, scaling 

up is the by far most often discussed approach. In this report, the scalability we discuss is focused on scaling 

up. 

 

According to multi-agent communications, multi-agent systems will need to scale in a number of different 

dimensions as follows. 

 

•  The total number of agents involved increasing on a given platform. 

•  The total number of agents involved increasing across multiple systems or platforms. 

•  The size of the data upon which the agents are operating is increasing. 

•  Increasing the diversity of agents. 

 

In the first two scenarios, the total agent density and the resulting effect on system performance can be 

determined in terms of metrics associated with a particular platform or an operating environment. These 

metrics include memory usage, scheduling/swapping overheads (for active agents), cloning an agent, or 

dispatching an agent to a remote site (with mobile agents) and are often the only metrics reported for agent 

performance and scalability [15]. 

 

If agent density is increased to obtain better performance, we can measure the relative speed-up, giving us the 

net gain in benefit by increasing the number of agents, as often quoted in parallel computing literature [35]. 

According to Amdahl's law and O.Rana's description, the slower agents will limit the gained speed-up in the 

system or agents, which are forced to operate sequentially. Thus, the achievable speedup is nearly linear when 

the problem size is increased as more agents are added.  

 

Increases in agent diversity also have a corresponding effect on agent density, and in this case scalability 

management is related to methodologies for agent analysis and design. Software engineering approaches for 

developing agent communications, which extend beyond existing approaches based on object-oriented 

modeling techniques, or knowledge engineering approaches are needed. 
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Scalability can also be stated in terms of co-ordination policies in agent communities, in terms of the total 

number of message exchanges necessary to converge on a solution. Either agents can be grouped to limit 

message exchanges, or a global utility function may be specified. Various co-ordination policies are discussed 

in [34], with the co-ordination problem described as composing some objects (tasks, goals, decisions and 

plans) with respect to some overall direction (goal, functionality), with several actors involved in the co-

ordination process. The necessity to converge to a global optimum as emphasized by game theoretic and 

economic models also has an impact on performance, and correspondingly scalability. 

Another set of approaches for managing scalability is related to modeling agent systems to predict 

performance. Various approaches exist, one of which is based on the concept of a messenger paradigm. A 

survey can be found in [13]. 

 

Actually, many scalability problems in large-scale, agent-based systems, are related to limited scalability of 

searching and matching facilities. Unfortunately, some of these problems are inherently non-scalable and can 

be tackled only by considering the application for which agents are developed, for example, some specific 

services in multi-agent systems such as naming services, location services and directory services, etc. 

 

In addition, the term "scalability" is not always used to refer to architecture, service and performance. In some 

cases it is used to refer to scalable functionality. For example, the SAIRE approach [21] claims to be scalable 

because it supports heterogeneous agents. Shopbot [38] claims to be scalable because its agents can adapt to 

understand new websites. In these cases, we think the term extensible functionality would seem to be more 

appropriate than the term scalability. 

 

 

2.2 Factors Affecting Multi-agent System Scalability 

 

Two main factors can be identified, that impact the scalability of a multi-agent system: load and complexity. 

Here the load mainly includes memory load, CPU load and communication load. Memory load means the 

amount of memory occupied by the system and agents. CPU load means the CPU usage including processes, 

threads, special computations for security and privacy, intra-container communications, etc. Communication 

load means message routing load because of message passing as agents' major form of communication. 

Mostly, these loads affect each other and affect the response time to the request. Even a medium-sized multi-

agent system with only a few hundred agents is already a significant workload, which would require the use 

of several high end PC or a multi-processor WS. 

 

When dealing with the amount of agents in the memory and the CPU usage it is important to distinguish 

between reactive and proactive agents. A reactive agent will only be executed if it receives a message. 

Consequently a reactive agent will only consume processor time if it computes a response to an incoming 

message. Therefore increasing the numbers of reactive agents is predominantly a memory (agent storage) 

problem. Large multi-agent systems consisting of reactive agents tend to focus on techniques to minimize the 

amount of agents in the memory. Idle agents are paged out (serialized to file) and agents that receive a 

message are paged in (de-serialized from file). G.Yamamoto [14] demonstrates in an impressive way that this 

approach can enable the hosting of several hundred thousand agents. Unlike reactive agents, proactive agents 

don't need messages to start actions. By themselves, they can initiate complex tasks like the discovery of new 

services. Each proactive agent is an object with one or more threads of control. The hosting of proactive 

agents requires significant memory and processor resources. Increasing the number of proactive agents leads 

to an increase in concurrent threads that sooner or later exceeds the possibilities of a single machine. The 
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distribution of processor load is a central issue in the development of multi-agent systems using the proactive 

agents. Each agent must have at least a Java thread in order to be able to proactively start new conversations. 

Thus, only if the number of concurrent threads can be distributed over different physical machines, it is 

possible to scale up the number of agents in a multi-agent system without risking a decreased performance of 

individual agents.  

 

Agents rely on message passing as their major form of communication. Fast and reliable message delivery is 

hence of the utmost importance in order to avoid potentially chaotic behavior. In order to keep runtime 

overheads low, some multi-agent systems (e.g. JADE) uses multiple communication means for ACL message 

transport.  

 

Another factor that affects system scalability is computation complexity. The computation complexity mainly 

relies on the algorithms used in the agent system, especially security algorithms such as authentication 

algorithms, cryptography algorithms and signature algorithms, etc. In addition, it is also important to note, 

that the scalability problem of multi-agent systems is not only a question of computational resource it is also 

one of software complexity. 

 

 

2.3 Determining Scalability: Performance Metrics 

 

In order to assess whether a given multi-agent system scales successfully, we need to identify metrics for 

measuring scalability. A scaling strategy can be evaluated from a number of perspectives, such as the 

performance of an individual element, the workload of a particular element, communication costs between 

elements, and persistence support for elements.  

 

It is clear that we cannot provide a unique performance metric that combines all possible performance criteria, 

since the weighting constants are very application-dependent. Therefore, we only identify the important 

performance metrics. Various metrics for scalability exist [25], but in this report we only proposed two 

categories of metrics: (1) those related to system parameters, and (2) those related to coordination 

mechanisms. System metrics are generally associated with agent management on a particular host, the 

operations performed by an agent, and the transfer of agents or messages between hosts. The main system 

metrics we discuss here are the performance characteristics of the agent server. They may be as follows. 

 

(1) CPU usage and memory requirement as agents density is increased; 

(2) Number of searches per second as agent density is increased; 

(3) Interaction time as agent density is increased; 

(4) Response time to the request as the number of simultaneous messages sent is increased.  

 

The number of agents kept in memory is determined by the memory size, which greatly affects performance. 

The number of processes per second measures the factors affecting performance: the total memory size and 

individual agent size. The number of searches per second (throughput) measures the system scalability in 

relation to the number of user agents and job agents. The response time to request measures the system 

scalability in relation to the number of simultaneous messages sent. 

 

On the other hand, choice of a suitable coordination mechanism is essential to support scalability in agent 

systems. Coordination can be pre-defined, by a "Conversation Policy" [23, 16]. The objective being to 
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predetermine the number of message transfers between agents, or to minimize conflict between agents, so that 

an agent community can converge to a given outcome faster. Both scenarios will facilitate an increase in 

agent density, with better reinforcement algorithms contributing towards improved performance [33]. Metrics 

associated with coordination policies may be as follows. 

 

(1) Total number of messages transferred between agents; 

(2) Total number of agents involved; 

(3) Maximal distance between agents involved; 

 

Metrics may also be related to conversation and privacy policies, such as:  

- The total number of simultaneous conversations supported,  

- The response time between conversations,  

- The algorithms that will be used for anonymous protection, etc.  

 

 

2.4 Modeling A Multi-agent System Scalability 

2.4.1 A Labor Market Application Overview 

 

In coming years it is expected that the matching of supply and demand in the labor market will increasingly 

be performed through such (Internet-based) intermediaries. Thus, electronic labor market is a natural domain 

for testing security and privacy protection and system scalability. It involves large number of end-users and 

online labor market. Our particular scenario involves agents that encapsulate the basic requirements and some 

personal data of the end-user and job match agents.  

 

End-users’ goals for their job search are presented to the user agents. The end-user sends his/her searching 

requirements to the user agent via web browsers. The user agent then sends the requirements and some 

personal data of the user to the job match agents according to the user’s privacy policy. When matching the 

user's personal information with the available functions, a match must be made between the user profile and 

the demands of the party requiring personnel. In this process, data will be exchanged in a security and 

anonymous way.  

 

Job match agents compare the user’s data with the job database. If some jobs match the user’s requirements, 

the job agent will send the job information to the user agent. Otherwise the job agent will send some 

recommended jobs or message such as no job available currently to the user agent after searching its job 

database. Sometimes the job match agents may need to negotiate the user agent to get more personal 

information of the user.  

 

In the labor market case (LMC), the system hosts at least one job agent on the server, but may host many user 

agents. Each job agent wraps a job database in order to obtain job data from the database. User agents can 

also move among different agent containers and platforms to obtain job information from all the job agents in 

the community. Figure 2.1 depicts one of the possible models for the architecture of LMC. 
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2.4.2 Agents Interaction and Control 

 

An agent processes jobs by interacting with other agents. To interact with other agents, an interaction protocol 

is required. The interaction protocol defines the message format and the attributes of jobs. The format of a 

message consists of the name of the message, the name of the parameters and the types of the parameters. 

 

The order of messages is also important, because agents need to exchange several messages in order to 

interact with each other. For example, in LMC, in an exchange between a user agent and a job agent, the user 

agent first sends a request message to the job agent, and the job agent then returns a matching result message 

followed by a recommend result message. We call this kind of message sequence a session. An interaction 

diagram is illustrated in Figure 2.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In LMC system, since each user has own agent on a server and each agent lives for half or one year, there 

may be tens of thousands of agents running on a LMC server. On the other hand, the size of a user agent is 

not small, so cumulatively, these agents occupy considerable memory. Moreover, each agent has a thread for 

processing jobs. If too many threads are running concurrently a system overload may occur. Therefore, a 

control mechanism for memory and threads occupied by agents is one of the key issues for servers that host 

thousands of agents. 

 

Agent 2 

Agent 1 

Agent n 

User 1

User 2

User n

Job Agent 1

Job Agent m
o o 
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Job Database 

Figure 2.1. Architectural overview of a labor market case. 

User Agent Job Agent 

Figure 2.2. Interaction diagram between user agent and job agent. 
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Agent scheduler controls the amount of memory occupied by agent by keeping agents in secondary storage. It 

also controls the number of threads running concurrently by scheduling the activities of agents.  

 

On the other hand, since the user agents in LMC system may be mobile, it is possible that many of them may 

come to a LMC server in a short period, causing a system overload. To avoid such problems, we also need a 

middleware and mechanism for controlling the flow of agent movements. 

2.4.3 Modeling Scalability 

 

We identify a framework for modeling agent communication, which may extend agent design and analysis 

methodologies, such as [15]. Our modeling scheme provides separate models for system and coordination 

parameters, and can be used to hierarchically construct models of multi-agent communities.  

 

For system parameters, we model CPU usage (performance), memory requirement and throughput of searches 

as user and job agent density is increased on a host. We also need to model the response time to the request. 

 

In addition, in order to obtain the complexity cost for interaction between user agents and job agent, we uses 

Petri nets (PN) approach and a notation based on PN, because they provide a robust tool for modeling the data 

flow mechanisms present within distributed systems. Also theoretical results concerning PN are plentiful, and 

numerous tools are available for a quantitative analysis of such discrete event-based systems.  

 

We model the labor market case with a Petri Net in Figure 2.3. A place-transition pair represents each user 

agent, with outgoing messages from the user agents modeled by an immediate transition and messages from 

Job agents modeled by timed transitions. The parameters α1, α2, l, αn represent computing delays associated 

with request-message, security and privacy processing. The parameters β1, β2, l, βn represent messaging 

delays from user agents to the job agent. The parameters δ1, δ2, l, δn represent searching delays associated 

with search, match, security and privacy processing. The parameters γ1, γ2, l, γn represent messaging delays 

associated with timed transitions, indicating message delays from the job agent to user agents. 

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The objective of building the Petri net is to obtain the complexity cost for interaction between the user agents 

and the job agent, and this we define as: 

 

o 

User Agent 1

User Agent 2

User Agent n

Job Agent

Figure 2.3. Petri Net: n user agents and a job agent. 
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Complexity = ∑
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Where ak, bk, ck , dk = 0 or 1. If all a, b, c, d equal 1, the complexity represents the total complexity cost for all 

agent actions. 

 

 

3. The Scalability in Security Services 
 

In this Section, we first introduce our simulation tools, environment and simulation parameters, and give the 

simulation results based on the above models for the labor market application in the JADE multi-agent 

platform. We then analyze and compare their scalability from their performance results.   

3.1 Simulation Tools and Environment 

 

We use JAVA as the programming language, the JADE 2.5 platform as the multi-agent platform, and the 

JavaTM 2 Platform, Standard Edition (J2SETM) version 1.3.1_01 and 1.4.0 as the essential Java tools and APIs 

for developing the simulation applications. 

 

The tests here are done on three computers. One computer is Intel Pentium 3 (named NC12950, Laptop), its 

CPU is 700 MHz with system memory of 256 MB, and the operation system is Windows 2000. The second 

computer is Intel Pentium 4 (named NC84), its CPU is 1.50GHz and Memory is 256 MB, and the operation 

system is Windows 2000.  The communication between the two computers is 100Mbps local Ethernet. 

 

The tests are based on the idea that the users’ agents send the query-request messages to the job agents, and 

the job agents then send the replay messages to these users’ agents. Since we do not have a sample job 

database, and since we believe that the speed of the database search depends on the database platform and the 

search mechanism, in this work we don’t deal with the processing time of the database, i.e., we use a time of 

zero for the database processing time. We only measure the processing time of the agents for request and 

reply.  

3.2 Simulation Parameters 

 

In the labor market application system, the important scalability parameters should be user size, job size, job 

search and match speed, response time for a query, computing complexity for privacy and security 

processing, CPU usage and memory requirement, etc. Since we don’t consider the processing time of the job 

database here, the simulation parameters don’t include job size, and search and match speed in this 

simulation.  

 

Thus, in our simulation, the simulation parameters include user size, average response time for a query in the 

user agent side, average process time for a query in the job agent side, CPU and memory usage, computing 

complex cost for privacy and security processing. The parameters are defined as follows. 

 

•  User size: the number of the users (senders). 

•  T_Time: total processing time for all request and reply messages in both users’ agents and job agent side. 

•  CPU usage: the percentage of CPU used during the agents work. 
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•  Memory usage: the percentage of Memory used during the agents work. 

•  Computing complexity cost for privacy and security processing: the processing time to support the 

privacy and security function. 

3.3 Simulation Results 
 

The basic algorithms supporting privacy and security protection include public key cryptography, symmetric 

key cryptography, hash function, signature and blind signature algorithm, (among others). Although there are 

many factors which may effect on the system scalability when we use the privacy and security protection 

functions, e.g. protocol complexity, cryptographic or other management, algorithmic complexity, etc., we 

believe the key factor is the computational complexity of cryptography algorithms. Public key cryptography 

and signature algorithms have much marked effect on the system scalability than other cryptographic 

algorithms. On the other hand, since we do not have the detailed information concerning the mechanisms and 

algorithms supporting privacy and security protection for LMC, our simulation focuses on two examples: the 

effect of the public key algorithm and symmetric key algorithm. In the first situation, we test the effect of the 

RSA public key algorithm on the system scalability when it is used to PET services (e.g. signature or blind 

signature). In the second situation, we test the effect of the IP ESP+AH tunnel on the system scalability when 

it is used to data integrity and encryption using 3DES and MD5, and address integrity using SHA1. 

 

3.3.1 Effect of the RSA public key algorithm 

 

The testing was performed on the PC: NC12950. The users’ agents and job agent were run in the same main 

container. In order to test the effect of the RSA public key algorithm on the system scalability, we made a 

comparison of the testing with and without RSA and without RSA.  

 

In this test, one user only has one user agent, and each user agent only sends 50 request messages to the job 

agent. In the simulation with RSA algorithm, each message is signed using RSA signature algorithm with a 

1024 bit mod by the user agent and verified by the job agent. We test that one time RSA signature needs to 

spend about 50 milliseconds in the PC: NC12950. We simulate the results for one user agent, two user agents, 

…, 128 user agents, respectively. The test results are as follows. Table 3.1 depicts the total processing time 

for the request and reply messages with RSA signature.  

 

Table 3.1: The total processing time for request and reply messages with RSA algorithm. 

User agents 1 2 4 8 16 32 64 128 

Messages 50 100 200 400 800 1600 3200 6400 

T_Time (ms) 2484 4887 9664 19288 38696 76840 153271 307682 

 

 

Figure 3.1 depicts the CPU and Memory usage for the request and reply messages with the RSA algorithm. 

Considering CPU usage history, the first pulse is the simulation result for one user agent sending 50 request 

and reply messages, the next pulse is for two user agents sending 100 request and reply messages and each 

user agent sending 50 messages, ..., the last pulse is for 128 user agents sending 6400 request and reply 

messages and each user agent sending 50 messages. In addition, each pulse has two peaks in Figure 3.1, and 

the first peak is the CPU usage for the JADE platform start-up and the second peak is the CPU usage for 

sending the messages with RSA algorithm. Since the user agent size still is small, the increase of the agents 

only has a little effect on the Memory usage.  
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In order to evaluate and compare the effect of the RSA algorithm on the system scalability, we also tested the 

above situation without RSA algorithm. Table 3.2 depicts the total processing time for the request and reply 

messages without RSA signature.   

 

Table 3.2: The total processing time for request and reply messages without RSA algorithm. 

User agents 1 2 4 8 16 32 64 128 

Messages 50 100 200 400 800 1600 3200 6400 

T_Time (ms) 70 80 171 321 651 981 1842 2724 

 

 

Figure 3.2 depicts the CPU and Memory usage for the request and reply messages without RSA algorithm. 

When considering CPU usage history, the first two pulses are the  result of one user agent sending 50 request 

CPU usage for JADE platform start-up CPU usage for sending request and reply messages

Figure 3.1.  CPU and Memory usage for the request and reply messages with RSA. 
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and reply messages, the next two pulses are for two user agents sending 100 request and reply messages and 

each user agent just sending 50 messages, ..., the last two pulses are for 128 user agents sending 6400 request 

and reply messages and each user agent sending 50 messages. In addition, each pulse has two peaks in Figure 

3.2, and the first peak is the CPU usage for the JADE platform start-up and the second peak is the CPU usage 

for sending the messages without RSA. Since the user agent size is small, the increase of the agents only has a 

little effect on the Memory usage.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3 depicts the comparison of the total processing time for sending request and reply messages without 

RSA and with RSA. 
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Figure 3.3.  The comparison of the T Time for the above situations.
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Figure 3.2.  CPU and Memory usage for the request and reply messages without RSA. 
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Our conclusions for the above tests are: 

 

•  Public key cryptography would have a severe effect on the system scalability if it were used to the 

confidentiality or authentication of the data transmission. 

•  The T_Time increases linearly with the increase of the number of messages that are processed using 

public key system. 

 

 

3.3.2 Effect of the IP ESP+AH tunnel 

 

The testing was performed on PC: NC12950 and NC84. The users’s agents and job agent are run within the 

same platform. The users’ agents are run in the non-main container of the NC12950, and the job agent is run 

in the main container of the NC84. In order to test the effect of the IP ESP+AH tunnel on the system 

scalability, we provide a comparison of the testing both with and without IPSec Tunnel.  

 

In this simulation, one user only has one user agent, and each user agent only sends 50 request messages to 

the job agent. In the simulation with IP ESP+AH tunnel, the integrity of the address and data is protected 

using the hash function SHA1 for each packet, and the data of each packet is encrypted using 3DES and 

hashed using MD5. We produce results for one user agent, two user agents, …, 128 user agents, respectively. 

The simulation results are as follows. Table 3.3 depicts the total processing time for the request and reply 

messages with IP ESP+AH Tunnel in the PC: NC12950.  

 

Table 3.3: The total processing time for request and reply messages with IP ESP+AH Tunnel in the user agent side. 

User agents 1 2 4 8 16 32 64 128 

Messages 50 100 200 400 800 1600 3200 6400 

T_Time (ms) 1171 1472 2544 4557 8542 16454 31786 61058 

 

 

Figure 3.4 depicts the CPU and Memory usage for the request and reply messages with IP ESP+AH tunnel in 

the user agent side. The first pulse in the CPU usage history is the simulation result for one user agent sending 

50 request and reply messages, the next pulse is for two user agents sending 100 request and reply messages 

and each user agent sending 50 messages, ..., the last pulse are for 128 user agents sending 6400 request and 

reply messages and each user agent sending 50 messages. Since the user agent size still is small, the increase 

of the agents only has a little effect on the Memory usage.  
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In order to evaluate and compare the effect of the IP ESP+AH tunnel on the system scalability, we also test 

the above situation without IP ESP+AH tunnel. Table 3.4 depicts the total processing time for the request and 

reply messages without IP ESP+AH Tunnel.   

 

Table 3.4: The total processing time for request and reply messages without IP ESP+AH Tunnel in the user agent side. 

User agents 1 2 4 8 16 32 64 128 

Messages 50 100 200 400 800 1600 3200 6400 

T_Time (ms) 971 1232 2133 3425 7200 13599 26999 52936 

 

 

Figure 3.5 depicts the CPU and Memory usage for the request and reply messages without IPSec in the user 

agent side, where for CPU usage history, the first pulse is the simulation results for one user agent sending 50 

request and reply messages, the next pulse is for two user agents sending 100 request and reply messages and 

each user agent just sending 50 messages, ..., the last pulse is for 128 user agents sending 6400 request and 

reply messages and each user agent sending 50 messages. Since the user agent size is small, the increase in 

the number of agents only has little effect on the Memory usage.  

 

 

 

 

 

 

 

 

 

CPU usage for sending request and reply messages

Figure 3.4.  CPU and Memory usage for the request and reply messages with IPSec in the user agent side. 
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Figure 3.6 depicts a comparison of the total processing time for sending request and reply messages with and 

without IPSec in the user agent side. 
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From the above tests we derive the following conclusion. 

 

•  The symmetric key cryptography and integrity function only have little effect on the system scalability if 

they were used to the confidentiality and integrity of the data transmission. 

 

 

Figure 3.6.  The comparison of the T Time for the above situations.

CPU usage for sending request and reply messages

Figure 3.5.  CPU and Memory usage for the request and reply messages without IPSec. 
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4. Improving the Scalability of the Multi-agent System 
 

In this Section, we offer additional research on the adaptation and self-organization of the multi-agent system 

to make the system better able to cope with large numbers of agents and to be more efficient. To cope with 

this, the best and more generalized approach is to allow agents to build and maintain their own organizational 

structures and enable them to dynamically change between them. We believe a MAS is more scalable if it can 

both operate with different population sizes and deal with dynamic changes to population during operation.  

 

Turner and Jennings proposed techniques for increasing scalability through changes in the agent system 

environment in [28]. According to this approach, agents in such systems need to be self-building and 

adaptive. 

•  Self-building: That is, they must be able to determine the most appropriate organizational structure for the 

system by themselves during run-time. 

•  Adaptive: That is, they must be able to change this structure as their environment changes. 

 

In practice, this means enabling the following two kinds of features. 

•  Allow two or more agents to compose and decompose when organizational load is heavy or light 

respectively. 

•  Enable a group of agents to create or destroy an extra agent playing the role of intermediary to undertake 

collective tasks. The alternative to having an intermediary for these tasks is to select one of their numbers 

to take on the collective tasks.  

 

4.1 Testing Environment 
 

In this testing, we assume each user has several available jobs that are owned by one of the job agents, and 

each job agent has different job database with other job agents. The tested user agents are from 200 to 1000 

and job agents from 1 to 10, and they are run in the same machine (Laptop: NC12950) and the same 

container. In addition, since the searching time is related to the database software and the database size, we 

assume the searching time is 100ms for searching and matching one job database (based on high-performance 

software design, which is instructed by Professor C. M. Woodside, one operation of database server takes 

85ms). The specific metrics used herein to compare scalability are as follows (see Figure 4.1). 

 

(1) W_Time: The average waiting time when the jobs are matched; 

(2) Number of user agents: The total user agents that are run in the system; 

(3) Number of job agents: The total job agents that are run in the system. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1. Testing metrics when the jobs are matched. 
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4.2 Organizational Forms and Agents Interaction 
 

We first present several organizational forms of the labor market system (LMS) for our labor market case. 

These forms are different from the forms in [28] according to our LMS. In LMS, the possibility that the user 

agents form groups and share job information is small because of the competition between users. However, 

this approach would be useful for users when an intermediary agent undertakes collective tasks. These forms 

can be distinguished by the constraints within which the agents interact with each other. For example, whether 

they can share information, form co-operative groups or take action to combat inefficiency. The purpose of 

examining these various forms are firstly to show that different organizational forms place different resource 

requirements on agents, and secondly, to determine what the relationship between the resource requirements 

of a given form and the number of constituent agents is.  

4.2.1 Case 1: Independent Agent Platform 

 

In this case, each user agent can reason about and communicate with each job agent. However, user agents are 

unaware of other user agents and job agents are unaware of other job agents. Consequently, agents cannot 

form groups, share information, or undertake co-operative behavior. Figure 4.2 depicts this case.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The simulation is done on the laptop: NC12950. During testing, we assume all user agents send the request 

messages to the job agents in the same time, and the user agents do not know which job agents are better for 

them. Thus, the probability that the jobs are matched is same for each job agent. Table 4.1 and Figure 4.3 

depict the testing results. 

 

Table 4.1. Average waiting time (ms) for different user and job agents in Case 1. 

User Agents 200 400 600 800 1000 

W_Time (ms) for 2 Job Agents 17765.29 33253.11 50685.6 63580.68 82959.39 

W_Time (ms) for 4 Job Agents 35218.12 67459.99 101198.2 132049.5 168596.1 

W_Time (ms) for 6 Job Agents 52097.12 101404.3 151981.8 201440.8 254541.3 

W_Time (ms) for 8 Job Agents 69079.75 135657.6 203536.5 270143 340512 

W_Time (ms) for 10 Job Agents 86203.1 170924.6 255000.1 339121.3 426733.1 

 

 

 

 

 

 

 

 

 

 

Figure 4.2. Case 1: Independent agents. 
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From the above simulation results, we know that the increase of the number of the user and job agents has a 

great effect on the average waiting time in this case. The average waiting time increases linearly with the 

increase of the number of the user and job agents. But this kind of organization is simple and does not require 

the complex inference ability.   

4.2.2 Case 2: Co-operating Job Agent Platform 

 

This case additionally allows job agents to be aware of other job agents. Therefore, job agents are able to form 

groups with other relevant job agents, allowing them to co-operate by sharing tasks that are commonly 

undertaken. For example, sharing information about job positions and categories. Thus, one job agent can 

give some recommended job agents to the user agent. Figure 4.4 depicts this case. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4. Case 2: Co-operating job agents. 
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Figure 4.3. Average waiting time for different user and job agents in Case 1. 
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The simulation is done on the laptop: NC12950. During testing, we assume all user agents send the request 

messages to the job agents in the same time. In this case, the user agents also do not know which job agents 

are better for them, but the job agents know each other. Thus they can give the user agents a good suggestion 

if they don't have the jobs to satisfy the user agents' requests, and we assume each job agent only give three 

recommended job agents in this testing. In addition, the communications among the job agents also require 

some resource. Table 4.2 and Figure 4.5 depict the testing results. 

 

Table 4.2. Average waiting time (ms) for different user and job agents in Case 2. 

User Agents 200 400 600 800 1000 

W_Time (ms) for 2 Job Agents 17807.7 33296.45 50729.13 63628.43 83004.01 

W_Time (ms) for 4 Job Agents 26735.8 50956.86 75680.33 97875.69 125454 

W_Time (ms) for 6 Job Agents 26947.99 51194.77 75927.53 98135.94 125705.6 

W_Time (ms) for 8 Job Agents 27201.81 51505.27 76260.64 98492.53 126053.9 

W_Time (ms) for 10 Job Agents 27465.05 51861.57 76658.36 98927.4 126484.2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this case, the increase of the number of the user agents also has a great effect on the average waiting time, 

but the effect of the job agents would reduce greatly when the number of the job agents is more than a 

constant number (general, it is the number of the recommended job agents). Of course, this case has better 

scalability than Case 1. But when the number of the job agents is too large, it still has great effect on the 

average waiting time since the communication among the job agents needs to take a lot of resource. Final, this 

kind of organization requires the job agents have a certain of inference ability.   
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4.2.3 Case 3: Agent Platform with An Intermediary Agent 

 

This case is identical to case 2, with the exception that there is an intermediary agent that undertakes 

collective tasks. In this situation, the intermediary agent should be fair for all users. Figure 4.6 depicts this 

form. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The testing was performed on the laptop: NC12950. During testing, we assume all user agents send the 

request messages to the job agents at the same time. In this case, the user agents also do not know which job 

agents are better for them, but the intermediate job agent know all job agents. Thus it can give the user agents 

a best suggestion. In addition, the communications between the intermediate agent and the job agents require 

some resources. Table 4.3 and Figure 4.8 depict the testing results. 

 

Table 4.3. Average waiting time (ms) for different user and job agents in Case 3. 

User Agents 200 400 600 800 1000 

W_Time (ms) for 2 Job Agents 26639.23 50663.11 75997.21 94473.96 124803.4 

W_Time (ms) for 4 Job Agents 26722.38 50918.03 76424.01 95129.47 125590.8 

W_Time (ms) for 6 Job Agents 26803.92 51083.86 76673.45 95494.05 126016.4 

W_Time (ms) for 8 Job Agents 26883.89 51246.49 76918.1 95851.62 126433.8 

W_Time (ms) for 10 Job Agents 26962.34 51406.03 77158.09 96202.37 126843.2 

 

 

 

 

 

 

 

 

 

Figure 6.6. Case 3: Co-operating job agents with intermediary agent. 
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In this case, increasing of the number of the user agents still has great effect on the average waiting time, but 

the effect of the number of the job agents would be greatly reduced, and the increase of the number of the job 

agents would only have a little effect on the average waiting time. This case has better scalability than Case 1 

and 2 when the number of the job agents is more than a constant number (general, it is the number of the job 

agents recommended by the intermediate agent). But this kind of organization requires that the intermediate 

agent have good inference ability.  

 

4.2.4 Case 4: Adaptable Organization 

 

There are other agent organizations. An important one of them is an adaptable organization. It means the 

platform allows the agents to dynamically change between organizational forms. For example, it may 

appropriate to select form 1 or 2 initially, and then change to form 3 with the increase of the number of the job 

agents.  

 

In order to complete these functions, the agents must be augmented with several extra abilities as follows. 

(1) The ability to remove or add knowledge of the existence of particular acquaintances to global or specific 

task data structures; 

(2) The ability to create intermediaries or destroy them; 

(3) The ability to transfer model information and delegate tasks to other agents. 

 

In addition, since changing organization form has repercussions for the collective, the agents need a 

distributed method for trigging re-organization. In this situation, the actions that the agents can take are as 

follows. 

(1) De-centralize a task: Create a commitment to share common information. This option moves the agents 

into form 2; 
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(2) Centralize a task: This option moves the agents into form 3;  

(3) End a commitment to share common information: This option moves the agents into form 1. 

 

There are many issues in this area. For example, how does the platform decide which parameters of the agent 

operation are appropriate for trigging re-organization? How does the re-organization cope with fluctuations in 

user’s demands remains unclear? How about the effects of the trigger levels for re-organization? Answering 

the questions raised by these issues constitutes our further research. 

 

 

5. Conclusion 
 

There are many issues related to large-scale distributed system. In this paper, our research relates to the 

upward scalability of the labor market multi-agent systems in security services and organization forms. We 

have tested the system scalability in security services. Based on the simulation results, we get the following 

conclusions. 

 

•  The public key system would have severe impact on the system scalability if it were used in the multi-

agent systems. But the symmetric key cryptography and integrity function only have little effect on the 

system scalability. 

 

We have also proposed some improving cases for the labor market application, and compared their system 

scalabilities. Based on the tests, we have the following results. 

 

•  The platform based on the independent agent form scales up poorly, but its implementation is simple. It is 

more suitable for the small-scale systems. 

•  The platform based on the intermediate agent form has scales better but it requires the platform to have a 

better inference ability. It is more suitable for large-scale systems. 

•  The platform based on the adaptable organization form, is more flexible and suitable for variable agent 

size.  

 

The dynamics of multi-agent system are hard to predict. The number of agents in large-scale distributed 

applications can vary considerably over time. The systems need to be able to scale almost immediately 

without a noticeable loss of performance, or a considerable increase in administrative complexity. Scalability 

is an important, yet under-researched, aspect of agent platforms. While scalability can refer to many different 

aspects like agent complexity or message volume, this document focuses only on the number of agents and 

messages, the resource consumption and performance effect of agents for the multi-agent system. Other area 

requiring more research is the multi-agent system scalability based on the adaptable organization form. 
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