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Abstract. The growing use of commercial products in large systems makes

evaluation and selection of appropriate products an increasingly essential

activity.  However, many organizations struggle in their attempts to select an

appropriate product for use in systems.   As part of a cooperative effort, the

Software Engineering Institute (SEI) and the National Research Council

Canada (NRC) have defined a tailorable software product evaluation process

that  can support organizations in making carefully reasoned and sound product

decisions. This paper describes that process.

1   Introduction

Many organizations find themselves faced with the prospect of constructing major

software systems from commercial off-the-shelf (COTS) products1. An essential part

of such an endeavor is evaluating the commercial products that are available to

determine their suitability for use in the particular system. Yet, as we look at the

experiences of these organizations, we find one of the hard lessons of COTS product

evaluation: reasonable people doing reasonable things still have problems that are

traceable to the quality of their evaluation process. Among the common evaluation

mistakes we have seen are:

•  Inadequate level of effort

•  Neglecting to re-evaluate new versions or releases

•  Use of “best of breed” lists that do not reflect the characteristics of the system

•  Limited stakeholder involvement

•  No hands-on experimentation

                                                          
1 A COTS product is a product that is sold, leased, or licensed to the general public; offered by

a vendor trying to profit from it; supported and evolved by the vendor, who retains the

intellectual property rights; available in multiple, identical copies; and used without

modification of the internals.  This definition is by design imprecise, since the COTS market

continues to redefine itself. We do not intend this definition as an “acid test”, but rather to

provide the general essence of a COTS product.



In response to these and other problems, the Software Engineering Institute (SEI)

and the National Research Council Canada (NRC) have co-developed a COTS

software product evaluation process that is tailorable to suit the needs of a variety of

projects.  This evaluation process addresses the examination of COTS products for the

purpose of determining their fitness for use in a system.

2   An Evaluation Process

We have seen many cases where projects are told to pick a particular product because

the vendor offered a good deal (or it was on a list, or the boss wanted it).   We believe

that consistently good evaluation results can only be achieved by following a high

quality and consistent evaluation process. This does not mean that each evaluation

activity requires a highly complex, exquisitely documented process (although

sometimes they do), but if you do not follow some kind of consistent process, it is

likely that the quality of your results will vary.

The high level process we describe is flexible and amenable to many specific

process implementations.  It consists of four basic elements:

•  Planning the evaluation

•  Establishing the criteria

•  Collecting the data

•  Analyzing the data.

The process, called PECA, begins with initial planning for an evaluation of a COTS

product (or products) and concludes with a recommendation to the decision-maker.

The decision itself is not considered as part of the evaluation process -- the aim of the

process is to provide all of the information necessary for a decision to be made. PECA

is in part derived from ISO 14598 [1]. Where our experience differed from ISO

14598, we freely changed the process to fit our needs.

As illustrated in Figure 1, the elements in the PECA process are not always

executed sequentially. Evaluation events, such as a need for new criteria to

distinguish products, unex-
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to the start of a new
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collected data, will direct

process flow through one of
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flexible enough to be used within many organizations and  with many COTS-based

development processes.

Finally, a successful COTS evaluation relies on more than just a process.  In

addition you will need to employ a set of techniques that allow you to plan, establish

criteria, and collect and analyze data effectively.  For example, the popular GQM

technique [2] can be used to establish COTS evaluation criteria.   This paper will not

devote significant space to techniques.  More complete coverage of techniques is

available in a COTS product evaluation tutorial developed by the authors.

3   The PECA Process Examined

The main section of this paper to provides detail about the four basic elements of the

PECA process.  As you consider these elements, keep in mind that PECA assumes a

highly contextual evaluation of a COTS product.  This implies that part of a PECA

evaluation will be conducted in concert with evaluations of other COTS products that

are also being considered for use in the system. A PECA evaluation is therefore a

complex activity in which individual products are not evaluated in isolation.

Note also that PECA considers the fitness of a product for use to involve more than

just meeting technical criteria. Criteria can also include such concerns as the fitness of

the vendor (e.g., reputation, financial health), the technological direction of the

marketplace, and the expectations placed on support staff.

This breadth relies on a wide range of inputs. Two obvious inputs are the set of

products that will be considered and the system requirements (both functional and

nonfunctional) that must be met. However, system requirements alone are normally

not sufficient for making an appropriate choice from among the set of products.  They

often fail to address many important characteristics of COTS products and vendors,

such as underlying technology, quality of reputation, and support services offered.

The expectations held by stakeholders are another important input. Such

expectations are imperfectly captured as system requirements, yet often determine the

eventual success of the COTS product in the system. In addition, the use of COTS

products may introduce an entirely new set of stakeholders.  Another set of inputs are

system decisions that have already been made regarding system architecture and

design, other system components, and development and maintenance processes to be

supported.  These will constrain the COTS product selection.

3.1 Planning the Evaluation

Planning for each COTS evaluation is different, since the evaluation may involve both

different types of products (from simple to extremely complex) and different system

expectations placed on the product (from trivial to highly demanding).

Forming the evaluation team. The importance of an effective team for a successful

evaluation should not be underestimated.  Unfortunately, there are situations where

the most junior engineer, with little support from others, is assigned to evaluate

products.  In most cases, a lone engineer – even a senior engineer – does not have the

range of skills necessary to perform a broad-based COTS evaluation. Most evaluation



teams should include technical experts, domain experts, contracts personnel, business

analysts, security professionals, maintenance staff, and various end users.   And, as

with any team, a good balance of power is important, so no single individual can bias

the results toward his personal preferences.

Creating a charter. The evaluation team creates a charter that defines the scope and

constraints of the evaluation.  The charter includes a statement of the evaluation goals,

the names and roles of the team members, a commitment statement of from both the

evaluators and their management, a summary of factors that limit selection, and a

summary of decisions already been made.

Identifying stakeholders. The stakeholders for the entire system may have already

been identified, and some may be included on the evaluation team, but each COTS

evaluation entails its own, often unique, set of stakeholders.  Evaluation stakeholders

are those individuals or groups with vested interest in the results of a COTS

evaluation or on whom the selection of a particular COTS product will have an

appreciable effect. Stakeholder relevancy can be determined by the “hole” the

products are trying to fill or by the constraints imposed by the products.

Evaluation stakeholders may not be a proper subset of the stakeholders who are

identified for the system, since the scope of the expectations for a COTS product and

vendor are sometimes different than documented expectations for the system.

As additional stakeholders are identified, some may become members of the

evaluation team.  However, the size of the team normally must be limited to avoid

situations of broad participation with no progress.  Practical experience suggests that

the core working team should be limited to approximately 7-8 individuals.  If there

are a larger number of stakeholders, multiple sessions and management of various

groups may be necessary.

Picking the approach. Next, planning determines the basic characteristics of the

evaluation activity.  Some of the parameters of the approach selected include the

depth or rigor of the evaluation, the basic strategy for selection, and the number of

iterations (“filters”) needed to reduce the number of candidate products.

Some evaluations must be extremely rigorous while others are successfully

accomplished with far less rigor. More rigorous evaluations that yield more accurate

results will be used in cases where the system risks from failed products are high,

while less rigorous techniques will be used where the risk from failed products is

lower. Two factors that determine the depth or rigor of an evaluation are:

•  the likelihood the wrong product will be selected, given a specific level of rigor of

the evaluation

•  the potential impact or system risk incurred if the wrong selection is made

To identify the necessary depth of a PECA evaluation, the criticality of the

component and the candidate products should be considered. There is a spectrum of

criticality according to which one can select appropriate approaches to evaluation.

For situations involving low technical risk and low involvement with strategic

objectives, less evaluation effort and precision is required.  For the lowest possible

risk, a near-random selection (pitching pennies into fishbowls) may be justifiable.



For situations involving moderate technical risk or that have a significant, but not

all-pervasive impact on the strategic objectives, moderate effort and precision of

evaluation are required. The evaluation can focus on the specific discriminators

between the various products that indicate some useful enhanced capability.

For situations involving high technical challenge or risk or are critical strategic

objectives, the greatest effort and precision is required. These situations normally

involve the potential for great financial, environmental, or property damage, or the

harming or loss of life. This class of COTS implementation justifies the greatest rigor

in COTS evaluation. In most situations, the best approach is to employ a methodic

research process to gather necessary data.

A selection strategy involves the basic algorithm that will be used to identify an

appropriate product.  Two common selection strategies are used: first fit and best fit.

First fit can be used when the selected product must fill a well-understood core set of

needs.  In this case, additional “goodness” of a product is unimportant or it is not

worth extra evaluation costs.  First fit considers minimum requirements and answers

the question, “Is it good enough”? This does not imply that the set of criteria by which

products are assessed is any less stringent or complete. The only implication is that

the first candidate found that meets all requirements is selected without comparison to

other candidates’ capabilities.

Best fit is used when there is an appreciable gain in getting more than the minimal

amount of some characteristic, or when no candidates are likely to meet all

requirements. For example, in some situations a minimum performance is specified,

but better performance adds significant value to a product within the context of the

system. Best fit answers the question, “How good is each product”?

Sometimes it is not reasonable to evaluate all candidates because the number is too

large. When this is the case, there must be a way to reduce the number of candidates

that are considered for in-depth (and more costly) evaluation. The solution is to

develop one or more “filters,” which are inexpensive ways of eliminating candidates.

Factors to consider in deciding whether to use filters and how many to use include the

size of the field of candidates, the availability of discriminating criteria, and the

evaluation budget. Each filter by itself may represent a full iteration through the

PECA process (i.e., careful planning, establishment of criteria, etc.), or it may be

more appropriate to include multiple filters in a single PECA process iteration.

3.1.5   Estimating Resources & Schedule

Unfortunately, there are few specific techniques available for estimating resources

and schedule for COTS evaluation. COCOTS [3] is one of the few attempts to address

the costs associated with building a COTS-based system. However, the technique

does not isolate the costs associated with COTS evaluation.

Fortunately, general techniques with which you are already familiar are applicable,

such as expert opinion, analogy, decomposition, and cost modeling.  Some of the

COTS-specific factors that may affect your estimates include:

•  The level of rigor required.  In general, the more rigorous the evaluation, the

greater the short term cost. However, rigorous evaluations may lower long-term

costs in building the system by avoiding the wrong choice.

•  The number of candidates being evaluated: The more candidates evaluated, the

higher the overall cost.



•  Your evaluators’ experience and availability: Evaluation costs are often higher

when evaluations are performed by experienced evaluators, as they tend to

perform more rigorous evaluations. However, use of experienced evaluators can

be expected to reduce costs down the road.

We have seen cases in which inadequate resources are allocated to critical COTS

evaluations and other cases where excessive time and effort are spent for trivial ones.

It is important that the effort expended match the importance of the product decision.

3.2   Establishing Evaluation Criteria

Evaluation criteria are the facts or standards by which the fitness of products is

judged. Evaluation criteria should be derived from requirements. As noted previously,

however, system requirements rarely address the specific concerns that determine

whether a COTS product is viable in a particular setting.  Thus, the first step in

establishing evaluation criteria must be determining appropriate evaluation

requirements. Evaluation criteria are then constructed from these evaluation

requirements.

Identifying evaluation requirements.  There are actually two problems associated

with identifying evaluation requirements.  The evaluation team must determine which

system requirements are legitimate requirements for the COTS product, and the team

must determine any additional evaluation requirements that are not directly derived

from system requirements.

Normally, a single COTS product is not expected to satisfy every system

requirement.  Therefore, the subset of system requirements that are applicable to the

COTS products under consideration must be identified.  This activity is called

applicability analysis. Since COTS products are not mirror images of each other, it

often occurs that different candidates will fulfill different subsets of system

requirements.

Even after system requirements are analyzed for applicability, there are likely to be

additional requirements on the COTS product that are not yet documented.  Examples

of legitimate evaluation requirements that are not always addressed by system

requirements include:

•  Architecture/Interface constraints - COTS product decisions are often constrained

by other decisions that have already been made.  These constraints become

evaluation requirements.  For example, if a decision has been made to use

CORBA [4] as the middleware mechanism, it makes little sense to select a

product that conflicts with this technology.

•  Programmatic Constraints - Time, money, available expertise, and many other

programmatic factors may be sources of evaluation requirements.

•  Operational and Support Environment - Not all aspects of the operational and

support environment are included as system requirements.  For example,

information about the organization that will perform maintenance on the system

is frequently omitted.

Regardless of whether evaluation requirements are derived from system

requirements or from additional expectations placed on COTS products, errors can



arise.  Some errors arise from assigning too many requirements to a particular

evaluation. This can result in the elimination of suitable COTS products because they

don’t meet all of the requirements. An example of this is the tendency to want every

“cool” capability offered in the COTS marketplace. To combat this tendency,

consider the risk to the system mission should the feature be absent.

Other errors occur when the set of evaluation requirements is incomplete. This

reduces the scope of the evaluation and can result in the selection of unsuitable COTS

products. Insufficient understanding and oversimplification of the problem can cause

these errors. An iterative approach to building evaluation requirements and evaluating

products will help mitigate this risk. As you gain understanding about the problem

you will inevitably identify requirements that were initially overlooked.

Constructing Criteria.  An evaluation criterion consists of two elements. These are a

capability statement and a quantification method. The capability statement is a clearly

measurable statement of capability to satisfy a need. The quantification method is a

means for assessing and assigning a value to the product’s level of compliance with

the capability statement.

Well-defined criteria exhibit a number of common characteristics. First, they are

discriminating, in that they allow the evaluator to distinguish between products.

Criteria that are met by most or all products don’t discriminate.  For example, the

presence of a graphical user interface will not (normally) discriminate between

modern word processors.  Including criteria of such limited value also dilutes the

effort spent determining product performance on discriminating criteria.

Well-defined criteria also exhibit minimal overlap.  If criteria overlap, then the

associated product characteristics can be factored into deliberations multiple times,

which can lead to wasted effort or misleading results.   Finally, well-defined criteria

reflect the context of the system that is being constructed. This calls into question the

value of a list of products that was approved for use by some other organization, since

the criteria used by that organization are unlikely to match those that are produced

specifically for the system.

3.3   Collecting Data

Collecting data involves executing the evaluation plans to determine the performance

of various products against the evaluation criteria that have been developed.

However, the act of collecting data will often change the basic assumptions, since

COTS software is full of surprises (a few good ones and more than a few bad ones).

This is one of the reasons for applying an iterative approach to building COTS-based

software systems – as the evaluator learns by collecting data, this new knowledge can

be reflected in new concepts about the system and COTS products and new criteria

for evaluation.

Different criteria and different situations require different data collection

techniques. For example, the technique applied for determining the value of a critical

criterion will likely be more rigorous than that applied for determining the value of a

criterion that carries with it little risk.



The specific techniques you choose will be in part determined by the degree of

confidence you need in your results. Obviously, the closer the technique comes to

execution of the COTS component in your specific system context, the higher the

degree of confidence you can have about how the product will perform in your actual

system. Different families of techniques include:

•  literature review - a wide variety of techniques with the common characteristic of

being based on reviewing documents. Documents include user manuals, release

notes, web based reports, product history, third party evaluations, etc.

•  vendor appraisals - techniques that focus on the characteristics of the vendor that

provides the product.  Information about the vendor may be obtained from

interviews, vendor literature, formal capability evaluations, independent financial

analyses (e.g., Standard & Poor’s), trade journals, and customer kudos and

complaints (often published on web sites).

•  hands-on experiments - techniques that employ and execute the actual COTS.

Hands-on techniques are an essential part of a rigorous evaluation.  They are

necessary to verify vendor claims and to determine interactions with other

components, the feasibility of proposed architectures and designs, and

performance and  reliability in the system context  Hands-on techniques include

product probes that investigate specific features of products, prototypes, scenario-

based evaluations, benchmarks, experimental fielding, and product

demonstrations in which users assume control.

Determining how a specific product (or products) stacks up against the criteria is

not the only data that can be gathered while collecting data.  In some situations it may

not even be the most important result. For example, the improved understanding of

the COTS marketplace and of the system context gained during COTS evaluation is

an invaluable contribution to the development of the system.  Some of the many  less

obvious results that should be captured  during data collection include the degree of

confidence in data, the system architecture and design implications of the selected

product, limitations and conditions on how the product is used, and deficiencies in

assessment methods, evaluation requirements or criteria.

3.4   Analyzing Results

Data collection typically produces a large number of data, facts, and checklists.  This

raw data must be consolidated into information that can be analyzed. Consolidation

does not compare products; it simply makes sense of data.  Analysis is required for

reasoning about the data collected.

Data Consolidation. Consolidation almost always implies some loss of detailed

information. This is the price that is paid for condensing a large mass of information

into some more quickly comprehensible format.  A balance must be struck between

the need for easy understanding (a high level of consolidation) and the risk of losing

too much information. For example, weighted aggregation [5] is commonly used to

condense values for all criteria into a single overall fitness score. This technique

provides a quick, but often misleading comparison of products since high levels of



consolidation can make two very different products can appear to be virtually

identical.

Data Analysis.  Data analysis involves reasoning about the consolidated data in order

to make a recommendation. Analysis is a very creative task, and the best approach is

simply the application of sound and careful reasoning.  There are, however, three

particularly useful techniques: sensitivity analysis, gap analysis and analysis of the

cost of repair.

Gap Analysis highlights the gap between the capability provided by a COTS

component and that capability required for the system.  A gap analysis typically uses

a matrix of product performance against evaluation criteria, where the individual cells

contain information about how well a product fulfills the criterion, or a description of

what functionality is lacking.

Sensitivity Analysis considers how the evaluation results react to changes in

assumptions – for example, changes in the weighting of criteria or scoring by judges.

By evaluating the sensitivity to changes in assumptions, it is possible to determine the

impact of slight changes in judgments on recommendations of products.

Cost of repair [6] assumes that the evaluated products do not fully meet the system

needs.  Analysis of the cost of repair focuses on the implications to the system if a

product is selected by considering the work that must be done to the system to repair

deficits in the product. Deficit does not necessarily refer to a product flaw, but to a

capability that is required in the system that the product does not demonstrate.

Deficits may be repaired in many ways (e.g., by altering system architecture, adding

additional functions, or modifying the requirements).  Also keep in mind that a deficit

may be caused by an overabundance of features as well as a paucity of features.

“Cost” is not necessarily in terms of dollars; it could be in time (delays), shifted risks,

etc.

3.4.3 Making Recommendations

The goal of evaluation is to provide information to the decision-maker. The evaluators

must focus their recommendations on the information that the decision-maker needs.

This can vary according to the type of organization and the characteristics of the

decision-maker.  For example, the decision maker at a bank emphasized that the

evaluation demonstrate due diligence, such that any decision could be justified to

bank investors.  This emphasis “flavored” both the type of data gathered and the

format and content of recommendations presented to the decision maker.

There are three main outputs of the PECA process:

•  The product dossier is a repository of software documentation, discovered facts,

assessment results, classifications, etc. that details all that is known about a given

product at a point in time. There is one product dossier for each product

evaluated. For a product that is selected, the product dossier serves as a source of

information for the team that will architect, design, and integrate the system using

the product

•  The evaluation record is a description of the evaluation itself. Information in the

evaluation record includes evaluation plans; personnel involved; dates and details

of meetings and evaluation tasks; environment or context in which the products



were evaluated; specifics about product versions, configurations, and

customizations; results all evaluation activities; rationale for decisions made; and

lessons learned that might be useful for subsequent evaluations.

•  The Summary/Recommendations document provides a synopsis of the evaluation

activity and the resulting findings, along with the message the evaluation team

wants to convey to the decision-maker. It includes both the team’s analysis of

fitness and of evaluation deficiencies (e.g., any need for further evaluation,

confidence in results.

4   Conclusions

Some individuals believe that following any documented process is a waste of time

and money, particularly when the end goal is to save time and money (as it often is

with a COTS solution). Our experience in analyzing troubled programs is that all too

often highly informal COTS evaluation processes share the blame for the failure. But

the process described here is a means of performing COTS evaluations and not an end

in itself.  Expect to tailor this process for your own situation, and do not let it get in

the way of getting good data and making an informed recommendation.

Regardless of the COTS evaluation process you adopt, remember that COTS

evaluation is an ongoing activity. Your organization will need to evaluate new

product versions and potentially identify product replacements over the life of your

system. If you have a foundation of good evaluation processes and practices, along

with good documentation of the characteristics of products and the rationale for

decisions, you have a good start at making COTS products work for you.
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