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Delocalization by resonance between contributing structures explains the enhanced stability of resonance-

hybrid molecules. Here we report the realization of resonance-hybrid states in a few-electron triple quantum dot

(TQD) obseved by excitation spectroscopy. The stabilization of the resonance-hybrid state and the bond between

contributing states are achieved through access to the intermediate states with double occupancy of the dots.

This explains why the energy of the hybridized singlet state is significantly lower than that of the triplet state.

The properties of the three-electron doublet states can also be understood with the resonance-hybrid picture

and geometrical phase. As well as for fundamental TQD physics, our results are useful for the investigation

of materials such as quantum dot arrays, quantum information processors, and chemical reaction and quantum

simulators.

DOI: 10.1103/PhysRevB.85.081301 PACS number(s): 73.63.Kv, 73.23.Hk

Enhanced stability by resonance between two or more

contributing structures in molecules and solids can be un-

derstood within the framework of a resonance hybrid1 and a

resonating valence bond (RVB).2 The most familiar examples

are benzene, ozone, and nitrogen dioxide. The concept is

important to understand bond strength, molecular stuctures,

and chemical reactions. On the other hand, quantum dots

(QDs) are widely known to show atomiclike properties. By

using QDs as building blocks, multiple QD systems can allow

us to explore quantum effects seen in real molecules and

solids. Many theoretical works have investigated multiple

QDs for materials such as QD arrays,3,4 and for quantum

information processors5–13 and chemical reaction and quantum

simulators.14,15 Following progress in fabrication technolo-

gies, there are now significant efforts to exploit triple QDs

(TQDs),16–27 quadruple QDs,28 and artificial QD lattices29 for

unique physics and applications. An attractive capability of

multiple QD systems is the continuous tunability of param-

eters, e.g., the tunnel coupling strength and electrochemical

potentials, with gate voltages. The number of electrons and

the arrangement of artificial atom QDs are also not limited

by physical and chemical constraints. Additionally, toward

the implementation of multiple qubits, the manipulation of

three-electron spins in TQDs has also become an active

topic25–27 and the experimental study of spin states in TQDs

has become important. Moreover, the RVB state is regarded as

a candidate for topological qubits with fault-tolerant Abelian

states,30 thus the realization of RVB states in multiple QD

systems is potentially an important step for the implementation

of topological qubits.

Here we report on resonance-hybrid states in a few-electron

TQD and explore the origin of the resonance-hybrid bond

stability focusing on spin. The observed evolution of the two-

and three-electron ground- and excited-state electrochemical

potentials are well accounted for with a three-site Hubbard

model. The stability of two-electron singlet and three-electron

doublet states is explained with the resonance-hybird picture.

Our TQD is embedded inside three collinearly connected

submicrometer rectangular mesas [Figs. 1(a) and 1(b)]. The

sizes of the mesas are adjusted to attain the few-electron regime

in each QD (dots 1, 2, and 3). The four separate gate electrodes

(G1, G2, G2′ , G3) principally control the electrochemical

potentials of the three QDs. We measure at ∼100 mK the

dc current I flowing from the source (substrate) contact into

the three QDs in parallel and out to the drain electrode under

a constant source-drain bias Vsd applying voltages (Vg1, Vg2,

Vg2′ , Vg3) to (G1, G2, G2′ , G3). Vg2′ = Vg2 and the magnetic

field is zero. A unique feature of our TQD is that the QDs

are arranged in parallel rather than in series between the source

and drain. This allows us to measure current and observe

states even if all QDs are not simultaneously on resonance

[Fig. 1(c)].

Figure 1(d) shows dI/dVg1 in the Vg1-Vg2 plane for

Vg3 = −0.38 V. Vsd is sufficiently small to observe the

evolution of just the ground-state electrochemical potentials.

To the lower left, we identify the region where the total number

of electrons in the TQD, N , is zero. We can straightforwardly

determine charge configurations for the Coulomb blockaded

regions (N1, N2, N3) from the slope (�Vg1/�Vg2) of each

Coulomb oscillation line away from the anticrossing regions,

where the number of electrons in dots 1, 2, and 3 are N1, N2,

and N3, respectively. The separation between, and “rounding”

of, the two Coulomb oscillation lines at anticrossing regions

(the most relevant are X, Y , and Z) demonstrate finite

interdot Coulomb interaction and tunnel coupling. The lowest

single-particle energy levels in dots 1 and 2 (dots 2 and 3) are

in close alignment at X (Y ), whereas the levels in dots 1 and 3

are aligned near Z.
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FIG. 1. (Color online) (a) Schematic of device fabricated from an Al0.3Ga0.7As/GaAs double-barrier resonant tunneling structure. Four

thin line mesas connected to the three rectangular mesas define four separate gate electrodes (G1, G2, G2′ , G3) (G2′ hidden from view).

(b) Scanning electron micrograph of device similar to the one measured. (c) Cartoon of current flow through TQD. (d) Stability diagram

showing dI/dVg1 for N = 0–4 measured with Vg3 = −0.38 V and Vsd = 300 μV. The choice to plot dI/dVg1 minimizes the influence of

charge traps in the thin mesa lines that lead to several extraneous almost vertical features that do not influence the physics of interest.

On increasing Vsd , the Coulomb oscillation lines broaden

into current stripes [Fig. 2(a)] and excited states within the

energy window eVsd become accessible, potentially leading

to current enhancement.31,32 We focus most attention on

Z [Fig. 2(b)], where the TQD physics of interest occurs.

Beforehand, we apply a Hubbard model (using an exact

diagonalization method20) to calculate the electrochemical po-

tentials μg(N = 1), μg(2), μe(2), μg(3), and μe(3) [g = ground

state, e = first excited state, and μ(N ) is the energy of the N

electron state minus the energy of the N −1 electron ground

state20,31,32 as a function of energy detuning between dots 1

and 3, ε [Fig. 2(c)]. Parameters estimated from experiment

reproducing key features are as follows: intradot Coulomb

energies Ui of dot i (i = 1,2,3), U1 = U2 = U3 = U = 3.0 meV;

interdot Coulomb energies Vij between dots i and j

(i,j = 1,2,3, i �= j ), V12 = V23 = V = 1.0 meV, and

V31 = 0.5 meV; interdot tunnel coupling energies tij between

dots i and j (i,j = 1,2,3, i �= j ), t12 = t23 = −0.2 meV, and

t31 = −0.05 meV; lowest single-particle energy level Ei in

each dot i (i = 1,2,3), E1 = 0.5ε, E2 = δ (=−1.5 meV),

and E3 = −0.5ε (only one single-particle level in each QD is

assumed). δ represents an ε-independent energy offset for dot

2. In Fig. 2(c) we plot the ground state and the first excited

state with spin different from the ground state (except the

N = 3 first excited doublet) state to reproduce our experiment.

Fast relaxation from excited states to the ground state prevents

their detection by excitation spectroscopy.33 The details on

the relaxation are discussed later.

We now discuss the N = 2 states [Fig. 2(b)]. Close to

X (Y ), the ground and first excited states, respectively, are

the singlet |S12〉and triplet |T12〉 (|S23〉 and |T23〉) with one

electron each on dots 1 and 2 (dots 2 and 3), as expected from

double QD spin physics.32,34 When ε approaches zero (close

to Z), |S12〉 and |S23〉 (|T12〉 and|T23〉) become resonant, the

energy separation between the N = 2 singlet and triplet levels

[μg(2) and μe(2)] increases, and the (negative) curvature of

μg(2) is always much weaker than that of μe(2). The coupling

strength between (1,1,0) and (0,1,1) determining the curvature

can be evaluated by considering transitions from (1,1,0)

to (0,1,1) via the tunneling Hamiltonian. The perturbative

processes that hybridize (1,1,0) and (0,1,1) are identified as

a first-order (direct) tunneling process, t∗31, (1,1,0) → (0,1,1),

plus second-order tunneling processes involving intermediate

states. In the second-order tunneling processes, the transitions

from (1,1,0) to (0,1,1) are achieved by two consecutive

electron transfer processes. They are limited to (1,1,0) →

(1,0,1) → (0,1,1) and (1,1,0) → (0,2,0) → (0,1,1).35 Note

that (1,0,1) and (0,2,0) are not real but virtual states in

the transfer process. For the |t12| ∼ |t23| > |t31| regime, the

second-order processes become important when the energy

difference (�E > 0) between the intermediate state (1,0,1) or

(0,2,0) and initial state (1,1,0) [or (0,1,1)] is small. Both the

singlet and triplet resonances can access the intermediate state

(1,0,1), but its contribution is generally small since (1,0,1) is

higher in energy than (1,1,0) and (0,1,1). On the other hand,

only the singlet resonance can access the double occupied

intermediate state (0,2,0) [Fig. 2(d)], for which �E is small

due to negative δ. However, for the triplet resonance, the

access to (0,2,0) is forbidden by Pauli exclusion without the

occupation of a higher-energy orbital in dot 2. Accordingly,

the singlet resonance is more stable than the triplet resonance,

and the curvature of the former is weaker than that of the

latter, reflecting the stronger hybridization between (1,1,0) and

(0,1,1) in the singlet case.

Concerning the N = 3 states at Z [Fig. 2(b)], we identify

two positive curvature levels [μg(3) and μe(3)] in the third

current stripe. The total spin of both states is S = 1/2. In the

Heisenberg model for a collinear TQD, the spin states can be

also classified by the total spin of two electrons in dots 1 and

3, S ′ (=0 and 1).25 The doublet state with S ′ = 1 (D1) is the

ground state and that with S ′ = 0 (D0) is the first excited state.

A quadruplet (Q, S = 3/2) state with a charge configuration

(1,1,1) is not observed, nor is it expected due to the spin

blockade since the N = 2 ground state is a singlet.

To demonstrate the importance of contributing states for

bond stability in the singlet resonance-hybrid state, we present

current stripes for different Vg3 focusing on N = 2 and

3 states close to Z in Figs. 3(a)–3(c).35 Figures 3(d)–3(f)

081301-2
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FIG. 2. (Color online) (a) dI/dVg1 for N = 0–4 measured with Vg3 = −0.20 V and Vsd ∼ 1 mV. (b) Expanded plot in vicinity of Z.

(c) Modeled evolution of relevant electrochemical potentials as a function of ε [see (a) for sense of ε]. (d) States participating in triplet (singlet)

resonance between |T12〉 and |T23〉 (|S12〉 and |S23〉).

show the calculated electrochemical potential versus energy

detuning maps reproducing the data. As Vg3 is stepped from

Vg3 = −0.20 V [Fig. 2(b)] to +0.50 V [Figs. 3(a)–3(c)], the

first current stripe (marked with an asterisk) shifts toward

the bottom left in Figs. 3(a)–3(c), therefore we conclude that

the (0,1,0) state becomes more stabilized (δ becomes more

negative) as Vg3 becomes positive.35 At the same time, inside

the second current stripe, the separation between the singlet

and triplet levels μg(2) and μe(2), increases and the (negative)

curvature of μg(2) weakens. Concurrently, inside the third

current stripe, the sign of the curvature of level μg(3) changes

from positive to negative, while the separation between the two

doublet state levels at ε = 0 meV remains small. We stress that

the principle effect of changing Vg3 is to lower the offset energy

δ for dot 2 and strengthen the contribution of the intermediate

states without strong modification of t31 and V31.35

To understand our observations, Figs. 4(a)–4(c) show the

calculated charge state contributions for the N = 2 and 3

ground states with the same values of δ used in Figs. 3(d)–3(f).

The N = 2 ground state has a dominant configuration (1,1,0)

[(0,1,1)] at ε < 0 (ε > 0), and its energy varies as ε (−ε).

As δ is made more negative (by making Vg3 more negative),

the negative curvature of level μg(2) is reduced and finally

μg(2) becomes almost “flat” near ε = 0 meV [Fig. 3(c)]. The

change in curvature of μg(2) with Vg3 can be understood by

the increase in weight of (0,2,0) in N = 2 [Figs. 4(a)–4(c)].

A crossover from a dominant charge state of (1,1,0) plus

(0,1,1) to (0,2,0) is revealed in Fig. 4(d) on plotting the δ

dependence of charge contribution for the N = 2 ground

state. Neglecting tunneling, the boundary condition for δ where

the weight of (0,2,0) dominates that of (1,1,0) and (0,1,1) is

δP = V − U = −2.0 meV. In Figs. 3(a)–3(c), the separation

between μg(2) and μe(2) is observed to increase as δ is reduced

by modification of Vg3. This increase cannot be due to direct

tunneling t31 because direct tunneling equally contributes to

singlet and triplet states. Instead, the increase is because the

resonance-hybrid bond between (1,1,0) and (0,1,1) singlet

states is promoted compared to the bond between (1,1,0)

and (0,1,1) triplet states by the lowering of the energy of the

intermediate state (0,2,0). The access of the intermediate state

(0,2,0) is essential for the stabilization of the resonance-hybrid

state in the TQD, but access is allowed only for the singlet

state. The observed difference in curvature between the singlet

and triplet levels at Z is a consequence of the stabilization

by the resonance hybrid state, i.e., the stronger stabilization of

the singlet observed at Z demonstrates the realization of the

resonance hybrid state for the singlet.

For the N = 3 doublet states, making δ more negative

stabilizes charge configurations (1,2,0) and (0,2,1) relative to

(1,1,1). Figure 4(d) shows the δ dependence of the charge
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FIG. 3. (Color online) Modulation of stability diagram near Z by tuning voltage Vg3. dI/dVg1 with (a) Vg3 = −0.1 V, (b) Vg3 = +0.2 V,

and (c) Vg3 = +0.5 V. Vsd is ∼1 mV. Note that part of the first current stripe (marked with an asterisk) shifts out of view in (c). Calculated

electrochemical potential vs energy detuning ε maps for N = 2 and 3 states with (d) δ = −1.9 meV, (e) δ = −2.2 meV, and (f) δ = −2.5 meV.

All other parameters are the same as those for Fig. 2(c).

contributions for the N = 3 ground state. The (1,1,1) charge

contribution is less dominant for δ < δQ (neglecting tunneling,

δQ = V31 − U = −2.5 meV). δP and δQ are different because

V (=V12 =V23) and V31 are not the same, and this influences the

behavior of μg(3) near Z. When δP < δ, (1,1,1) is the dominate

charge configuration [Fig. 4(a)]. μg(3) near ε = 0 meV is

expected to have a positive curvature as found in Figs. 3(a)

and 3(d), because the energy of (1,1,1) is independent of ε,

and the N = 2 ground state with charge configurations (1,1,0)

and (0,1,1), respectively, has energy varying as ε and −ε.

When δQ < δ < δP , the charge configuration (0,2,0) gains

weight [Fig. 4(b)], and since (1,1,1) energy is independent

of ε, μg(3) “flattens,” as is evident in Figs. 3(b) and 3(e).

When δ < δQ, the charge configurations (1,2,0) and (0,2,1)

gain weight [Fig. 4(c)], and since they have energies varying

as ε and −ε, respectively, μg(3) has negative curvature, as seen

in Figs. 3(c) and 3(f).

We also comment on the calculated relaxation times T1

relevant to our experiment. If T1 from the excited state to

the ground state is longer than the escape time from the

TQD, an additional current step associated with the excited

state can be observed.33 Generally T1 between different spin

states is sufficiently long to be observed in the excitation

spectra.33 Consequently, it should be necessary to plot the

electrochemical potential of only the first excited state with

different spin from the ground state in Fig. 2(c). However, the

current step associated with the first excited N = 3 doublet state

is clearly observed in Figs. 2(a)–2(c), even though the excited

state has the same total spin S as the N = 3 ground state. To

understand why, we calculated T1 with the electron-phonon

interaction as shown in Figs. 4(a)–4(c).35 In each case, T1

for N = 3 is comparable to 1/Ŵ ∼ 10−10 s, where Ŵ is the

tunneling rate to the source and drain electrodes [typically a

few μeV in our QD devices],32 and it is longer (∼×102) than

T1 for N = 1 at X (between symmetric and antisymmetric

states), so we expect to observe the step from the first excited

doublet state in the current stripe. There are two main reasons

why the relaxation between the two doublet states for N = 3

is comparatively slow: (i) D1 and D0 have different S ′ so they

cannot be hybridized by electron-phonon coupling; and (ii) the

contribution of hybridized (1,2,0) and (0,2,1) states to the wave

function induces electron-phonon coupling, but its weight is

less than 1/4. Moreover, the relative weight of the electron in

dot 1 (dot 3) is 1/3 compared to that for N = 1, which causes

additional suppression in electron-phonon coupling (1/3)2.35

Finally we observe that the separation between two doublet

states remains small in Figs. 3(a)–3(c). Figure 4(e) shows the

δ dependence of the electrochemical potential for the ground

and first excited doublet states, and the quadruplet state Q.

One reason why the separation between the two doublets stays

small in contrast to the separation between the ground state and

Q is the difference in the accessibility of (1,2,0) and (0,2,1). In

the resonance-hybrid picture both D1 and D0 are stabilized, but

Q is not. Another reason is the geometrical phase associated

with the fermionic nature of the electron. Two doublet states

D0 and D1 are formed when δ ≫ δQ and the symmetric (S)

and antisymmetric (AS) states of (1,2,0) and (0,2,1) are formed

when δ ≪ δQ, and they hybridize when δ ∼ δQ. One might

expect that D1 should hybridize with the S state from the

permutation process of electrons in dots 1 and 3, but this is not
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FIG. 4. (Color online) (a)–(c) Calculated weights of ground-state wave function and relaxation time T1 from the same spin excited state

for N = 2 and 3 states near Z for δ = −1.9, −2.2, and −2.5 meV. A representative T1 for N = 1 at X for δ = −2.0 meV with an appropriate

shift in ε is also plotted for reference. (d) Calculated weights of N = 2 (N = 3) charge states contributing to singlet (lower doublet) resonance

vs δ for ε = 0 meV. (e) Calculated δ dependence of electrochemical potentials for N = 3 doublet and quadruplet states. (f) Schematics of the

permutation process of electrons in dots 1 and 3 for (1,1,1) and (1,2,0).

so due to additional geometrical phase. For the processes of

permutation of electrons in dots 1 and 3 indicated in Fig. 4(f),

in the case of (1,1,1), there is an additional phase gain of π from

the single electron in dot 2 (“spectator” electron20), but for the

case of (1,2,0), additional phase is not gained. This phase

effect leads to an unusual hybridizing pattern [hybridization

of D1 and the AS state (and of D0 and the S state)] and level

crossing. This keeps the energy separation between the two

doublet states small over a wide range of δ [Fig. 4(e)]. From

a quantum computation aspect, the level crossing in Fig. 4(e)

may facilitate the transition from a superposed state in the S

(AS) state, a charge qubit, to that of D1 (D0), a spin qubit, by

manipulating δ adiabatically.36

In conclusion, we explored few-electron states in a

collinearly coupled vertical TQD. Enhanced stability of the

(1,1,0) ↔ (0,1,1) singlet resonance over the triplet resonance

was observed due to the difference in accessibility of the (0,2,0)

intermediate state. The evolution of the three-electron ground-

and excited-state energies was also understood from the

accessibility of (1,2,0) and (0,2,1) intermediate states with the

resonance-hybrid picture and geometrical phase in the electron

hopping process. Our results provide useful information for

spin manipulation in TQDs toward quantum computation, and

the realization of resonance-hybrid states is an important step

to explore physics in resonance-hybrid molecules and RVB

states toward functional materials and topological quantum

computation with multiple QDs.
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