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Nonequilibrium, constant energy, constant volume (NVE) molecular dynamics simulations are used
to study the decomposition of methane clathrate hydrate in contact with water. Under adiabatic
conditions, the rate of methane clathrate decomposition is affected by heat and mass transfer arising
from the breakup of the clathrate hydrate framework and release of the methane gas at the
solid-liquid interface and diffusion of methane through water. We observe that temperature gradients
are established between the clathrate and solution phases as a result of the endothermic clathrate
decomposition process and this factor must be considered when modeling the decomposition
process. Additionally we observe that clathrate decomposition does not occur gradually with
breakup of individual cages, but rather in a concerted fashion with rows of structure I cages parallel
to the interface decomposing simultaneously. Due to the concerted breakup of layers of the hydrate,
large amounts of methane gas are released near the surface which can form bubbles that will greatly
affect the rate of mass transfer near the surface of the clathrate phase. The effects of these
phenomena on the rate of methane hydrate decomposition are determined and implications on
hydrate dissociation in natural methane hydrate reservoirs are discussed. © 2010 American Institute

of Physics. [doi:10.1063/1.3382341]

I. INTRODUCTION

Large reservoirs of methane hydrate are found on conti-
nental margins in sediments under the ocean floor and under
the permafrost in the Arctic."? The decomposition of these
hydrate formations to produce natural gas, if done controlla-
bly, can lead to a huge source of relatively clean burning
methane fuel.>* However, uncontrolled hydrate decomposi-
tion has the potential to lead to a catastrophic release of
methane (a potent greenhouse gas) into the atmosphere. It is
therefore important to understand the details of the mecha-
nism of the decomposition of methane in the presence of
surface water layers under conditions mimicking methane
hydrate reservoirs.

The decomposition of methane structure I (sI) clathrate
hydrate has been extensively studied experimentally, with
thermodynamic modeling and molecular simulations. Calori-
metric measurements give a heat of dissociation of methane
hydrate of 18.13+0.27 kJ/mol (hydrate — ice+gas) at 273
K and 101 kP (Ref. 5) and 54.4*=1.4 kJ/mol of gas
(hydrate — liquid + gas) at 292 K over a range of pressures up
to 20 MPa.’

Macroscopic models of hydrate decomposition in
reservoirs™ often start with an assumption of intrinsic reac-
tion kinetics. The intrinsic reaction kinetics mechanism’ "
for methane hydrate decomposition assumes that, at constant
temperature, the hydrate decomposition rate, —dny/dt, is
proportional to the gradient in methane gas fugacity (concen-
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tration or pressure) between the solid methane hydrate phase,
JShydrae- and the nonequilibrium water-methane mixture at the
interface, finerfaces

- dl’lH
dt

= kA pis(finterface = fhydrate) > (1)

where k, is the rate constant for the hydrate decomposition,
and Ayyg is the hydrate surface area per unit hydrate volume.
The rate constant has been further analyzed in terms of the
geometry of the solid clathrate phase surface (spherical nano-
particles or flat clathrate hydrate surface), the overtempera-
ture (temperature above the stability of the clathrate hydrate
phase), and thermal properties of the clathrate phase.” The
rate constant is assumed to have Arrhenius-type temperature
dependence with activation energy of E,, which must be
provided before methane gas can be released from the hy-
drate,

ky= kY exp(= E,o/RT). (2)

The intrinsic kinetics mechanism is used to explain measure-
ments of methane hydrate decomposition in isothermal
stirred-tank reactors where pressure and temperature gradi-
ents between the clathrate and water phases are eliminated as
much as possible. Activation energies for the decomposi-
tions, E,, determined from intrinsic kinetics are determined
to be significantly higher (78 kJ/mol CH,) than the heat of
decomposition of the clathrate. Inherent in Eq. (1) is the
assumption that hydrate decomposition occurs under isother-
mal conditions.

© 2010 American Institute of Physics
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Sloan and co-workers'? studied the rate of methane hy-
drate decomposition in the presence of temperature differ-
ences between the water and solid hydrate phases. They as-
sume that heat transfer from the liquid (at an initial
temperature of T;) to the clathrate phase occurs at the con-
stant rate ¢,. The liquid-solid hydrate interface then reaches a
temperature 7, which is the equilibrium temperature for the
three phase hydrate-water-methane gas system at the pres-
sure of the experiment. This model assumes ablation of the
water formed by hydrate decomposition by the released
methane gas. The heat transfer mechanism has been com-
bined with the intrinsic reaction kinetics mechanism by Ja-
maluddin and Bishnoi.'’

Although the approximations of the intrinsic reaction ki-
netics and the heat transfer mechanism for hydrate decom-
position seem reasonable, it is difficult to judge whether the
commonly used assumptions inherent in these models corre-
spond to the actual conditions of hydrate decomposition. In
reality, the solution and solid hydrate phases can have con-
siderably different temperatures with considerable tempera-
ture gradients near the interface. Additionally, in many cases,
the solution phase is of finite size and cannot deliver heat at
a constant rate to the solid hydrate interface. This will be
particularly true in hydrate reservoirs where hydrate decom-
position may be caused by a pressure drop. The assumption
of the ablation of the “cold” water from the decomposing
hydrate phase also needs to be verified under these condi-
tions.

The decomposition of hydrate to water+methane gas is a
phase change and should be treated analogous to the melting
of ice placed in water. The melting of ice (for example, an
ice cube) placed in water occurs via a gradual heat transfer
from the liquid at temperature T, to the ice sample at a fixed
temperature T,=273 K (assuming ambient pressure). During
the finite life time of the ice sample, the temperature of the
solid portion remains constant at the melting point 7, while
heat transfer from the liquid gradually melts more and more
ice from the surface of the solid. The heat transfer rate de-
pends on the temperature difference 7;—7 and shape of the
ice sample. If the system is not stirred, a temperature gradi-
ent will be established between the liquid adjacent to the ice
sample and the bulk liquid and which will contribute to the
rate of heat transfer to the ice cube. Such a liquid state tem-
perature gradient is expected to exist even in stirred systems
due to no-slip boundary conditions at the ice surface. These
factors will complicate the modeling of the ice sample melt-
ing.

Laidler has done a thorough analysis of the temperature
dependence of rate constants.”” He shows that over small
temperature ranges it becomes possible to model the tem-
perature dependence of a rate constant k, as In k as a function
of 1/T, T, and In T. In homogenous gas phase reactions, the
linear dependence of In k on 1/7 (Arrhenius plot) is taken as
proof of the existence of an activation energy. However, for
solid state processes occurring over a limited temperature
range, the linear behavior of In k versus 1/T is not sufficient
proof of the presence of an activated chemical process. Using
the analysis of Laidler, Galwey et al. ' studied the rate of ice
melting to determine whether melting can be modeled as a
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solid-state reaction (analogous to a homogenous phase reac-
tion) with a rate constant that has a temperature dependence
described by the Arrhenius equation and activation energy
E,.. They observed that at temperatures relatively far from
the melting point of ice (in the range of 304-278 K), the
temperature dependence of the rate constant of melting can
be superficially modeled with the Arrhenius equation. How-
ever, at temperatures close to the melting point (below
278 K), large negative deviations of the rate constant from
the predicted Arrhenius behavior are seen. This is expected,
since, at the melting point, the rate of melting should drop to
zero, however, the Arrhenius equation does not predict this
behavior. They conclude that melting must be modeled based
on heat transfer between the warmer liquid water and solid
ice which is always maintained at 273.15 K, and not as a
solid-state reaction with homogenous temperature and “acti-
vation energy.”

Galwey’s analysis raises the question of whether similar
Arrhenius behavior and activation energy-based models for
the dissociation of methane hydrate are also only superfi-
cially correct for a limited temperature range far from the
hydrate decomposition point and, in actuality, the rate of
clathrate decomposition is controlled by heat transfer be-
tween the solid phase and the water solution. Analogous to
the case of ice in water, the maximum temperature of a
sample of solid methane hydrate in contact with the water
phase is the equilibrium triple point of the system at the
pressure of the simulation. It may not be physically reason-
able to assume the solid methane hydrate phase can have an
overtemperature higher than this value. Here, we present a
preliminary examination of these issues.

Methane clathrate hydrate decomposition has been mod-
eled extensively with molecular dynamics simulations. To
date, most molecular dynamics simulations of the decompo-
sition of methane hydrate nanospheres or bulk surfaces in
contact with aqueous phases have been performed with con-
stant temperature (thermostated) molecular dynamics
simulations."">! In all cases the hydrate decomposition is
driven by the overtemperature of the hydrate-liquid system
compared to the equilibrium temperature of these two
phases. Baez and Clancy15 observed a stochastic and step-
wise decomposition of the hydrate nanospheres where por-
tions of the hydrate surface decompose simultaneously. Eng-
lish er al® verified this observation and additionally
concluded that diffusion of methane through the surface lig-
uid layer in the hydrate strongly affects the decomposition
rate. Myshakin et al.* used overtemperatures of up to 30 K
above the clathrate decomposition point and observed
Arrhenius behavior for the temperature behavior of the meth-
ane hydrate decomposition rate. Finally, English and
Phelan'' simulated the decomposition of methane hydrate
nanospheres and bulk surfaces with different overtempera-
tures considering both mass transfer and overtemperature
terms in calculating the rate of decomposition. Vatamanu and
Kusalik?? modeled the process of methane hydrate formation
from the liquid phase, but they use localized heat sources and
enhanced methane delivery rates to the hydrate surface to
accelerate the hydrate formation process. These will affect
the rate of hydrate phase formation.
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Previous simulations were performed with thermostats
under isothermal conditions, i.e., molecular velocities of
molecules in the hydrate and solution phases are rescaled to
maintain a target simulation temperature. In such simula-
tions, temperature gradients will not be established between
the solid hydrate and the neighboring solution phase during
clathrate decomposition. Thermal gradients can have an im-
portant effect on slowing the rate of further decomposition of
the clathrate phase. If such a thermal gradient is established
in the real system, heat transfer from the bulk liquid to the
clathrate surface will be required before further clathrate de-
composition can occur. A rigorously stirred system may re-
move some effects of the thermal gradient, but due to the
molecular-scale nature of the thermal gradient and no-slip
boundary conditions, the temperature gradient will not be
totally eliminated.

The thermal gradients between the hydrate surface and
bulk solution may also impede the diffusion of methane re-
leased from the hydrate surface to the bulk liquid (and pre-
sumably into the gas phase). Methane confined near the hy-
drate surface may promote the reformation of clathrate
hydrate cages. A rigorously stirred system may remove some
mass transfer effects, but due to the molecular scale of the
phenomenon and no-slip boundary conditions, it is likely that
methane concentration gradients will not be totally elimi-
nated. English and Phelan recognize these limitations of iso-
thermal simulations in realistically describing the clathrate
decomposition process. 1

It is for the above reasons that in the present simulations
we have performed constant volume-constant energy (NVE)
molecular dynamics simulations to explicitly observe the na-
ture of the heat and mass transfer during clathrate hydrate
decomposition. We believe NpT or NVT simulations which
“equilibrate” the temperature between the hydrate phase and
the aqueous phase do not reflect the nature of the hydrate
decomposition process. The goal is to gain a better phenom-
enological and semiquantitative understanding of the hydrate
decomposition process. The details of the molecular dynam-
ics simulations used in this study are described in Sec. II.
Results and discussion follow in Sec. III and the paper ends
with a summary and conclusions in Sec. IV.

Il. MOLECULAR DYNAMICS METHODS

The initial input structures for the clathrate oxygen at-
oms correspond to those in the experimental sl clathrate
hydrate23 with the positions of the configurationally disor-
dered water hydrogen atoms chosen by a Monte Carlo pro-
cedure which minimizes the dipole moment of the unit cell**
in a manner consistent with the Bernal-Fowler ice rules.”

The extended simple point charge (SPC/E) model® is
used for water. The CH, molecules are considered to be
rigid, with a C—H bond length of 1.0895 A which corre-
sponds to the experimental gas-phase value. The Lennard-
Jones parameters and electrostatic point charges for the car-
bon and hydrogen atoms of methane were chosen from the
Murad and Gubbins potential.27 The intermolecular potential
is given as

J. Chem. Phys. 132, 144703 (2010)

TABLE I. Atomic partial charges and Lennard-Jones interaction parameters
for SPC/E water and the rigid CH, molecules used in the MD simulations.

q T Eij
Atom (e) A) (kJ/mol)
O (water) —0.8476 3.166 0.6502
H (water) +0.4238 0.000 0.0000
C (methane guest) —0.56 3.04 1.365
H (methane guest) +0.14 0 0

ii
ii

]

12 6
V(ri»rj)=248ij|:<gl> _(5’1)]+ 1 % (3)
ij

r,-j 47T£0 rij

where each summation indices runs over atom sites in differ-
ent molecules. The values of the parameters used for the
intermolecular potentials are given in Table I. Standard com-
bination rules, &;;=Ve;e;; and 0;;=(0;+0;;)/2, are used for
the Lennard-Jones potential parameters between unlike force
centers in water and CH,. Mastny and de Pablo®® and Eng-
lish and Phelan'' used the combination of TIP4P for water-
water interactions, the OPLS-all atom potential for methane-
methane interactions, and the Sun and Duan potential from
ab initio calculations>’ for water-methane interactions, to ac-
curately model the melting point of methane hydrate. For the
purposes of our study, the intermolecular potential used
should be of sufficient accuracy (see below).

Simulations were performed with the DL_POLY program
version 2.17.%° The equations of motion were integrated with
a time step of 1 fs. Coulombic long-range interactions were
calculated using Ewald summation methods®' with a 1
X 107° precision and all interatomic interactions in the simu-
lation box were calculated within a cutoff distance of
Reuori=15.0 A.

To test the force field for methane in water, we calcu-
lated the diffusion coefficient for methane in water. Simula-
tions of ten methane molecules in 1242 water molecules
were performed for seven temperatures in the range of 273—
310 K. The solutions were first equilibrated with a NpT
simulation for 100 ps (with 50 ps equilibration) and the re-
sulting configuration was simulated for 200 ps (with 50 ps
equilibration) in a NVE simulation. In the NpT simulations,
the Nosé—Hoover thermostat-barostat algorithms32 were used
with 0.5 and 2.0 fs relaxation times, respectively. The tem-
perature dependence of the methane diffusion coefficients in
water are plotted as an Arrhenius plot in Fig. 1. The activa-
tion energy for the diffusion of methane is 29+ 3 kJ/mol
which agrees reasonably well with the 24.7 kJ/mol activation
energy determined experirnentally.33’34

The clathrate-water system was equilibrated in two
stages. First a 3 X3 X6 replica of the sI methane clathrate
hydrate unit cell with full methane occupancy in small and
large unit cells was prepared. Equilibrated samples of water
at each temperature with the same xy cross section as the
clathrate phase and a total of 1800 water molecules were
placed above and below the clathrate (along the z-direction)
phase for a total of 20 412 atoms in the simulation. These
water phases are allowed to equilibrate over the frozen hy-
drate phase surface in NVT molecular dynamics simulations
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FIG. 1. The temperature dependence of the methane diffusion coefficient in
water at temperatures between 273 and 310 K from simulations with the
SPC/E potential for water and the Murrad—Gubbins potential for methane.
Arrhenius-like behavior is obtained for the diffusion with an activation en-
ergy of 26 kJ/mol.

for 200 ps. These simulations were followed by a further
200 ps of NpT simulations at a pressure of 0.1 kbar (with
frozen clathrate phase) to allow the water to equilibrate on
the clathrate surface at the target temperature and pressure.
The energies and other thermodynamic variables for water in
contact with the clathrate hydrate phase were sufficiently
converged within these overall simulation times. Snapshots
of a typical methane clathrate hydrate-water surface configu-
ration after the setup stages is shown in Fig. 2. Four tempera-
tures for hydrate dissociation were considered, namely, 273,
290, 300, and 310 K.

Once the water in the two-phase system was equili-
brated, a new NVE adiabatic simulation was begun with the
molecules of the methane hydrate unfrozen. To impart ki-
netic energy to the molecules of the clathrate hydrate phase,
the water and hydrate phases were equilibrated for a short
time of 5 ps. The NVE clathrate hydrate+liquid water simu-
lations were then initiated and run for 450 ps and the clath-
rate decomposition monitored throughout these final simula-
tions. A typical methane clathrate hydrate-water interface
after the beginning of the simulation is shown in Fig. 3. An
alternative methodology would be to separately thermostat
the water and hydrate phases to different temperatures. We
will pursue these simulations in future work.

lll. RESULTS AND DISCUSSION

Sample snapshots for the simulation with an initial tem-
perature of 310 K for times up to 400 ps after the beginning
of the simulation are shown in Fig. 4. From these snapshots
(and from animations of the simulation), the decomposition
of rows of methane hydrate are seen to occur concertedly, an
observation made in previous simulation studies.'>!" Indi-
vidual methane molecules from small and large cages are
occasionally released from the clathrate phase into the water,
but if the neighboring clathrate framework is intact, these
molecules are often reincorporated into a reconstructed clath-
rate hydrate cage. Only when an entire row of clathrate hy-
drate cages (roughly a row of unit cells) decomposes does
the clathrate decomposition become irreversible. The fact

J. Chem. Phys. 132, 144703 (2010)

FIG. 2. A snapshot of the interface between a sl clathrate hydrate surface
and water at the beginning of a simulation at 290 K and 0.1 kbar. The
clathrate phase is frozen and water allowed to equilibrate on the clathrate
hydrate surface.

that rows of clathrate hydrate cages decompose simulta-
neously to release the methane gas may explain why the
observed “activation energy” of the clathrate dissociation in
the intrinsic kinetics mechanism appears so large (78 kJ/mol)
compared to the hydrate enthalpy of dissociation (54 kJ/
mol).

An additional complication to the simple modeling of
the clathrate hydrate decomposition is seen in Fig. 4 for
times after 200 ps. During dissociation, large amounts of
methane gas are released from the clathrate hydrate and
“bubbles” form near the hydrate-solution interface. These
bubbles will affect heat and mass transfer at the clathrate
surface. Methane bubble formation has been observed during
the dissociation of methane hydrate crystals in a glass micro-
model used to mimic the conditions of methane hydrate dis-
sociation in sediments.*

The snapshots of the simulations after 400 ps for sys-
tems with initial temperatures in the range of 273-310 K are
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Methane hydrate decomposition

FIG. 3. A snapshot of the interface between the sl clathrate hydrate surface
and water after removing restraints on the clathrate hydrate motion. Dashed
lines indicate hydrogen bonding.

FIG. 4. Snapshots of the simulation with an initial temperature of 310 K
after 100 to 400 ps. The formation of a methane gas bubble (left hand
solution phase) can lead to strong mass and heat transfer effects between the
bulk water and clathrate surface.

J. Chem. Phys. 132, 144703 (2010)

z - —— =

FIG. 5. Snapshots of final configurations of simulations with initial tempera-
tures in the range of 273-310 K. As expected, the amount of decomposition
of the clathrate correlates with the initial temperature of the simulation cell.

shown in Fig. 5. The hydrate phase is seen to be stable at
273 K. There is a small release of methane into the aqueous
phase at this temperature which is due to the incomplete
nature of the sl clathrate hydrate cages at the interface with
the water phase. However, we do not observe the formation
of the methane bubble in the simulation at 273 K. This shows
that the methane bubble observed at higher temperatures
(300 and 310 K) is due to the release of methane from addi-
tional hydrate decomposition and not release from the initial
surface cages. Considerable clathrate hydrate decomposition
occurs for temperatures greater than 300 K.

Plots of the average simulation temperature and pressure
for the entire systems as a function of the simulation time for
the NVE (adiabatic) simulations are shown in Fig. 6. At the
initial higher temperatures where considerable clathrate hy-
drate decomposition occurs, there is a large temperature drop
(>10 °C) during the simulation as the hydrate decomposes
and kinetic energy is consumed.

— 273K

pressure / kbar

FIG. 6. The time dependence of the average system temperature (top panel)
and pressure (bottom panel) from the clathrate-water NVE simulation with
initial temperatures in the range of 273-310 K. The increase in pressure with
time for the high temperature runs is related to the release of methane gas
into the system from the hydrate phase as the hydrate decomposes.
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The total pressure in the system increases for tempera-
tures where considerable hydrate dissociation occurred. Un-
der constant volume conditions, the pressure rise that results
from the release of methane gas in the system may drive the
system into the hydrate stability zone of the phase diagram
and lead to self-stabilization and a stoppage in the hydrate
dissociation process. From the last frame of Fig. 4, this does
not seem to have occurred, even at the highest temperature of
the simulations 310 K. The negative values obtained for the
pressures of the NVE simulations merits some comment. It is
well known that calculated lattice constant for clathrate hy-
drates for the SPC/E and other nonpolarizable water poten-
tials underestimate the experimental lattice constants by
1%-5%.° In the present simulations, the initial configuration
of the methane hydrate phase is obtained from the experi-
mental x-ray structure. Since we have only given transla-
tional freedom to the clathrate hydrate phase in the NVE
stage of the simulations, there is residual tension in the hy-
drate phase leading to the observed negative pressures in Fig.
6. The negative system pressure can affect quantitative as-
pects of methane gas release in the present simulations, but
we believe qualitative aspects of the hydrate decomposition
are captured correctly with the present setup. For example,
the rate and size of methane bubble formation may be af-
fected by the system pressure, but arguments regarding the
importance of heat and mass transfer to the hydrate decom-
position process are not affected.

In reality, hydrate dissociation occurs under constant
pressure conditions and the release of methane gas may be
faster than calculated here. However, we believe it is crucial
not to impose the artificial thermostat constraints on the
hydrate-liquid system and to maintain the nonequilibrium na-
ture of the hydrate dissociation process in the simulation. For
this reason, we perform NVE rather than NpT simulations
which maintain constant system pressure.

In addition to an overall drop in system temperature,
clathrate decomposition causes temperature gradients to be
established between different parts of the clathrate/water sys-
tem. Even if the clathrate+ water system experimentally is in
a stirred thermostated bath, there is finite time lag for the
heat to diffuse from the bulk, through the no-slip boundary
layer, to the clathrate surface. To study the magnitude of
temperature gradients, the simulation cell was divided up
into ten “slices” along the z-direction. For the system with an
initial temperature of 310 K, the time variations of three of
these slices during the simulation are shown in Fig. 7. The
outer boundaries of each slice are indicated by arrows. Num-
bers of water and methane molecules in each slice are also
shown as a function of time.

We observe that the temperatures of the three sample
slices of the simulation cell are in the vicinity of 310 K at the
beginning of the simulation. This is the result of the short
5 ps equilibration time allotted to the (clathrate hydrate
+water) system prior to the beginning of the NVE simula-
tion. The slice on the outermost part of the water phase (on
the left) shows little change in average temperature or meth-
ane concentration. In the central slice which mostly encom-
passes the solid hydrate phase, there is a relatively small loss
of methane molecules as a result of the decomposition of the

J. Chem. Phys. 132, 144703 (2010)
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FIG. 7. The variation of the temperature, number of water molecules
N(H,0), and number of methane molecules N(CH,) with time for three
different slices in the z-direction of the sI methane hydrate simulation at 310
K. The final configuration of the simulation box is shown.

hydrate phase (on the left hand side of this slice) and diffu-
sion of the methane into the solution. This layer shows a
small temperature drop which occurs at the same time as the
hydrate phase dissociates (as evidenced by the increase of
the number of water molecules in the slice). In the right hand
slice, more than half of the original hydrate phase has de-
composed after 400 ps. There is a steady temperature drop as
the methane hydrate melts and the methane molecules dif-
fuse out of this region. In the slices where the clathrate
phases decompose, temperature gradients as large as 20 K
are established over time.

A number of different criteria have been used to specify
the number of water'®® and methane®' molecules in the
solid hydrate or water phases in a methane hydrate decom-
position simulation. These are based on the local structure of
water molecules in the phase and the number water mol-
ecules coordinating a given methane molecule, respectively.
In this work, the criterion for characterizing methane mol-
ecules as belonging to the hydrate phase or the solution
phase is based on the Lindemann index.’” At time =0, all
8 X 54=432 methane molecules are in the hydrate phase. At
subsequent time steps, if a methane molecule has moved less
than 8 A (the approximate diameter of the sI clathrate large
cages) with respect to its initial location, we consider the
methane to be in the hydrate phase. Otherwise the cage hold-
ing this methane has decomposed and the methane molecule
is removed from the hydrate count. In formulas, if for mol-
ecule i,

[ri(r) —r;(0)| <8 A — i e N(hydrate;r). (4)

We considered two variants to this condition. In the first
case, if a methane molecule is removed from the hydrate
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FIG. 8. The changes in the number of methane molecules in the hydrate
phase as a function of simulation time for different starting temperatures.
The dashed curves neglect cage reformation and recapture of the methane
molecules from the solution phase. See text for further discussion.

phase at any prior time, it is excluded from methane count of
the hydrate phase, N(hydrate;z) for all later times. In Fig. 8,
we show the number of methane molecules in the solid hy-
drate phase as a function of time for systems with different
initial temperatures. The dashed lines shown in Fig. 8 are
based on this definition. This definition overestimates the
rate of hydrate dissociation since it excludes the possibility
of cage reformation and reincorporation of methane from the
solution into the clathrate phase which is clearly seen in
some animations of hydrate decomposition.

The second variant is to consider the condition given by
Eq. (4) for each methane molecule, independent of the pre-
vious location of the methane molecules. This allows for the
possibility of cage reformation, where a methane molecule
returns to the cage site it started out in. This admittedly does
not allow the possibility of methane molecules being incor-
porated into cage sites other than those they started out in,
and so it can be considered as an upper limit to the rate of
hydrate dissociation. This case is shown by the full lines of
Fig. 8. In the second case, released methane molecules near
the surface that get reincorporated into the hydrate phase are
counted in the N(hydrate;?) class.

The decreases in N(hydrate ;) are parallel for both defi-
nitions (dashed and solid lines) and both give similar rates
for the hydrate dissociation. The quick initial drop in the
number of methane molecules in the hydrate phase in the
first 20 ps of the simulation is related to the dissociation of
the surface cages seen on the left hand side of the O ps
simulation shown in Fig. 4. The methane bubble formation
event at 310 K shown in Fig. 4 occurs 200 ps after the start
of the simulation. This time is significantly later than the
20 ps time range of initial decomposition of the surface
cages. The bubble formation therefore is not related to the
initial release of methane molecules from the surface cages.

In Fig. 8 we see the rate of the hydrate dissociation
decreases over time as the existing kinetic energy of the sys-
tem is expended on clathrate heat of dissociation (see Fig. 5).
This has important implications on modeling of hydrate dis-
sociation in reservoirs. Another observation is the stepwise
dissociation of the hydrate.

A row of hydrate unit cells in the simulation has 8 X3
X 3=72 methane molecules. This is consistent with the offset

J. Chem. Phys. 132, 144703 (2010)

of the two sets of data in Fig. 8. The outermost layer of
hydrate may participate in hydrate dissociation-reformation.
The hydrate dissociation rates obtained from Fig. 8 could
likely be fit to Arrhenius curve, but this would not necessar-
ily be relevant to the dissociation mechanism as there is no
real activation barrier to the hydrate dissociation, but rather
mass and heat transfer barriers. Such an apparent “activation
energy” would depend on the size of the system and the
relative amounts of solid and liquid phases present. It is the
interconversion of kinetic to potential energy, mass flow, and
heat flow which drives the dissociation kinetics.

IV. SUMMARY AND CONCLUSIONS

We performed simulations of methane clathrate decom-
position under adiabatic (NVE ensemble) conditions. We
make several observations that are relevant to the proper
modeling of the methane hydrate decomposition process in a
reservoir:

(I) Decomposition does not occur in a homogenous man-
ner (in time), but rather in a series of decomposition
events where rows of clathrate cages decompose almost
simultaneously.

(2) The simultaneous release of methane gas from rows of
clathrate hydrate cages can lead to the formation of
methane microbubbles near the clathrate surface. Meth-
ane molecules in these bubbles migrate away from the
surface collectively in a heterogeneous manner which
may not follow Fick’s law.

(3) As the clathrate cages decompose, temperature gradi-
ents of up to 20 K can be established over time and
across different segments of the clathrate and solution
phase. These gradients can lead to substantial heat
transfer effects.

Given the complex nature of the clathrate hydrate de-
composition, the macroscopic modeling of the methane hy-
drate decomposition process under adiabatic conditions is
difficult. A picture assuming isothermal hydrate and liquid
phase conditions during the decomposition seems inconsis-
tent with the nature of the first order phase transition of
methane hydrate dissociation. Diffusion of released methane
gas from the hydrate surface is not homogenous and the so-
Iution phase will not necessarily be isothermal over short
time periods. Extracting an “activation energy” from the
temperature dependence of the rate constant is also problem-
atic because the hydrate dissociation rate constant captures
many nonequilibrium effects during the decomposition pro-
cess. Given these observations, we believe the time is apt for
revisiting the modeling of reservoir methane hydrate decom-
position processes within a new framework.
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