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ABSTRACT 
This paper introduces a computational intelligence 
approach to the problem of detecting internal changes 
within dynamic processes described by heterogeneous, 
multivariate time series with imprecise data and missing 
values. A data mining process oriented to model 
discovery using a combination of neuro-fuzzy neural 
networks and genetic algorithms, is combined with the 
estimation of probability distributions and error functions 
associated with the set of best discovered models. The 
analysis of this information allows the identification of 
changes in the internal structure of the process, associated 
with the alternation of steady and transient states – zones 
with abnormal behavior – instability and other situations. 
This approach is rather general, and its potential is 
revealed by experiments with simulated and real world 
data. 
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1.  Introduction 
 
Processing time-dependent heterogeneous information is 
a continuously growing need, especially in industrial and 
natural processes, which are usually characterized by 
variables of many different kinds. These heterogeneous 
variables are represented by magnitudes corresponding to 
different measurement scales (nominal, ordinal, interval 
and ratio), and also by more complex types such as 
images, signals, written reports, diagrams, etc. Some 
variables are obtained by measuring or recording 
instruments, whereas others are purely subjective, 
determined by human experts. As a consequence, they 
have different kinds of heterogeneity and uncertainty  
(imprecision, vagueness) associated with them. 
With the developments in sensor, sampling and data 
gathering technologies, the databases collecting such data 
are growing at an enormous rate. In addition, the 

complexity of the physical observations, electronic or 
mechanical deficiencies, human errors and other factors, 
make these databases incomplete. Therefore, they usually 
contain large quantities of missing values. 
In complex or poorly known processes, knowledge 
discovery oriented to unveil the underlying structure of 
the physical process is crucial, especially for revealing 
patterns and time dependencies, detecting abnormal 
behavior, instabilities, changes of state, deriving 
prediction criteria, and constructing forecasting 
procedures. 
This paper discusses a hybrid approach based on a 
combination of soft-computing techniques for model 
discovery and model-change detection in multivariate 
time processes with different kind of variables, missing 
data and uncertainty. The models are represented by 
hybrid neural networks using heterogeneous neurons, 
which accept mixed, fuzzy and missing data, as input. The 
method finds sets of non-linear models having bounded 
prediction accuracy over a target signal, and characterizes 
the overall time dependencies between the heterogeneous 
time series as probability distributions over their sets of 
time lags. The main steps are: i)a search in the space of 
dependency models, and ii) a study of the probability 
distributions and their changes in a selected subset. These 
distributions are combined with the prediction errors 
associated with the discovered models. 

2. Heterogeneous Domains and Multivariate 
Time Series 

A formal approach for describing heterogeneous 
information in general observational problems was given 
in [11], and for constructing neuron models in [7],[8]and 
[1]. Different information sources are associated with the 
attributes, relations and functions, and these sources are 
associated with the nature of what is observed (e.g. point 
measurements, signals, documents, images, etc). They are 
described by mathematical sets of the appropriate kind 



called source sets ( Ψi ), constructed according to the 

nature of the information source to represent (e.g. point 
measurements of continuous variables by subsets of the 
reals in the appropriate ranges, structural information by 
directed graphs, etc). Source sets also account for 
incomplete information.  
A heterogeneous domain is a Cartesian product of a 
collection of source sets: Ψ××Ψ= nH �1

ˆ , where n > 0 
is the number of information sources to consider. For 
example, consider a domain where objects are described 
by attributes like continuous crisp quantities, discrete 
features, fuzzy features, time-series, images, and graphs. 
Individually, they can be represented as Cartesian 
products of  subsets of real numbers( R̂ ), nominal ( M̂ ) or 
ordinal sets( Ô ), fuzzy sets( F̂ ), set of images ( Î ) , set of 
time series ( Ŝ ) and sets of graphs ( Ĝ ), respectively, all 
properly extended for accepting missing values. Thus, the 
heterogeneous, time dependent domain is 
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where Nn  is the number of nominal sets, On  of ordinal 

sets, Rn  of real-valued sets , Fn  of fuzzy sets , In  of 

image-valued sets, Sn  of time-series sets, and Gn  of 
graph-valued sets, respectively. A multivariate, 
heterogeneous time series is shown in  Fig-1. 
 

 
Fig. 1. An example of a heterogeneous, time-dependent 
multivariate process. Each row is a series of a different 
type: nominal, graph, ratio, image, ordinal, fuzzy, time-
series. Attributes may have missing values (?). The 
sampling interval is assumed to be the same (and 
synchronized) for each of the individual series 

3. Model Mining with Heterogeneous 
Neurons and Hybrid Neural Networks 

The classical approaches in time series consider mostly 
univariate, homogeneous (real-valued), time series, 

without missing values [2],[5],[4]. Conventional 
multivariate approaches are complex and have difficulties 
in handling heterogeneity, imprecision and 
incompleteness. The purpose of model mining in 
heterogeneous, multivariate, time varying processes is to 
discover dependency models. A model expresses the 
relationship between values of a previously selected  time 
series (the target), and a subset of the past values of the 
entire set of series. Different classes of functional models 
could be considered, in particular, a generalized non-
linear auto-regressive (AR) model like the one given by 
Equation-1. 
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Where n is the number of signals, S1, S2, …, Sn is the set of 
signals, F, is the unknown function, p1 p2, …, pn are the 
number of lags considered for signal, and 

ijτ is the j-th 

time lag corresponding to signal i. For the same set of 
heterogeneous time series, a different model can be 
obtained for each of the series from the set, with different 
composition. 
A hybrid soft-computing algorithm for approaching this 
kind of problems  using genetic algorithms and 
heterogeneous  neural networks has been given elsewhere 
[9]. This approach requires the simultaneous 
determination of: (i) the number of required lags for each 
series, (ii) the particular lags within each series carrying 
the dependency information, and (iii) the prediction 
function. A requirement on function F is to minimize a 
suitable prediction error, usually the root mean squared 
error (RMSE). The procedure is based on: (a) exploration 
of a subset of  the model space with a genetic algorithm, 
and (b) use of a similarity-based neuro-fuzzy system 
representation for the unknown prediction function. As 
mentioned, statistical or other classical approaches either 
have difficulties handling these kinds of situations or 
cannot handle them at all. The size of the model space is 
immense and grows exponentially as the value of the 
maximal lag included in the model increases (considering 
only 10 time series and the first 20 time lags, the search 
space contains about 1060 models). Within this approach, 
the prediction function F is represented by a hybrid neural 
network with a hidden layer composed by heterogeneous 
neurons (h-neurons). A heterogeneous neuron is a general 
mapping YHHh →× ˆˆ: , where Ĥ  is a heterogeneous 
domain, and Y  is an arbitrary set. If Hwx ˆ, ∈ , and 

Yy ∈ , then ),( wxhy = A particular class of h-neurons 
is obtained when Y the real interval [0,1] and h is given by 
a composition of a similarity function [3], and an isotone 



automorphism ]1,0[]1,0[: →g  (usually a non-linear 
function). In this case the h-neuron is given by 

),(),( yxsgwxh �= and called a similarity-based neuron 
or s-neuron (Fig-2).  

 

Fig. 2. A similarity-based heterogeneous neuron. Both the 
input and the neuron weights are objects from a 
heterogeneous domain (? is a missing value). The output 
is a similarity value. 

This neuron model is flexible (heterogeneous data with 
missing values are its natural input, without the need of 
data type transformation or imputation of missing values), 
and it is robust. Networks using this neuron also have the 
general function approximation property [1]. The s-
neuron can be coupled with classical neurons 
(aggregation function given by the scalar product, and 
activation given by the sigmoid or hyperbolic tangent), 
forming hybrid neural networks. The MVTSMM system 
[10],[12] is an implementation of this approach to model 
mining in heterogeneous time series as a parallel 
computing algorithm (Fig-3). 
 

 
Fig. 3. Multivariate Time Series Model Miner System 
(MVTSMM). The arc is a parallel genetic algorithm 
evolving populations of similarity-based hybrid neural 
networks. The binary strings encode dependency patterns 

for the target signal. For each, a hybrid network is 
constructed and trained with a fast algorithm. The 
network represents the prediction function, and is applied 
to an independent test set. The best models (those with 
their RMSError under a preset threshold), are collected. 

4.Models as a Function of Time 

Consider a time interval ],[ 21 tt  centered at time t  
within the multivariate series. Let �  be the space of all 
models (of the type given by Eq.1) associated with a set 
of n signals, and ��

⊆ˆ  the subset of models found by 
the algorithm under the corresponding set of parameters. 
Let  �� ˆˆ ⊂ε

 (ε is a positive real), be the set of all 

found models with errors upper-bounded by ε . If 
ijτ is a 

time lag term as denoted in (Eq.1), then ))(ˆ( tijP ετ �∈  is 

the probability of this lag to be a part of an  ε -good 
model, and in general, there will be a probability 
distribution ))(ˆ( tP ετ �∈ defined over the time lags τ  for 

a fixed time interval ],[ 21 tt .  Call it the lag probability 

function (l.p.f.), defined as ))(ˆ(),( tPt
ε

ττ
ε

�� ∈= . 

The set of all l.p.f. for all t  is the lag probability 
spectrum. 
This distribution will depend on the nature of the process 
within that time interval. Therefore, if changes in the 
internal fabric of the process are taking place, like 
changes of state, abnormal behaviors or transients, the 
relationships between the variables will change as well, 
and so will their dependency patterns. On the other hand, 
if the set of parameters controlling the algorithm are kept 
constant within all time intervals considered, the ability of 
the algorithm to find good models will be an indication of 
internal changes within the process. The set of parameters 
determine both the search space as well as the search 
strategy. Therefore, finding good models in some time 
frames while failing to do so in others, indicates that i) the 
good models are out of the searchable subpace for those 
frames, ii) a longer search might be required, or iii) other 
problems exists. These effects will, undoubtedly, increase 
the prediction errors associated with the models found. If 
a process is internally stable, it should have a constant 
l.p.f. and constant rms-error function with time (in a 
statistical sense when considering empirical data). 
The behavior of the l.p.f. at different times it , jt can be 

evaluated by computing a Kuiper’s test [6] with 
significance level α  on the corresponding distributions. 
Clearly, other measures can be used. 
Let us define an associated function for the test as 

1)),(),,(( 21 =ttK τ
ε

τ
εα

�� if the two distributions are 

significantly different at the level α and 0 otherwise. 
Then, for a given time 0t , the function  
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gives the furthest time into the past of the process having 
a statistically similar lag probability function. The higher 
the value, the longer the process remained in the same 
state as the one corresponding to 0t . Small values of 

)( 0t∆ indicate rapid internal state changes in short times, 
possibly due to instability or transient regimes towards 
major state changes. 
 
In an ideal stationary state, typical for a system in a fixed-
stable state, the dependency patterns will be constant. 
Therefore, the set of lags of Equation (1) will be also 
constant, as well as the lag probability spectrum. An ideal 
model discovery process should find these lags with 
maximal probability within the successful models, 
whereas all of the other lags will appear with zero 
probability. For any of the predictor series, this means 
that a given set of lags will have high probability to be a 
part of good predictor models, and in principle, these 
probabilities will not change with time. However, if the 
system changes the state, a change in the dependency 
patterns it is to be expected, and therefore, also a change 
in the lag probability spectrum. This change will be more 
or less abrupt according to the length of the transient 
state. 
Based on these considerations, a practical procedure for 
exploring the internal constitution of a process given by a 

heterogeneous, multivariate time series )(ˆ tnH  can be 
constructed by: i) specifying a time frame of a given 
length, ii) fixing a set of parameters for the model mining 
algorithm, iii) collecting the set of neuro-fuzzy networks 
representing the corresponding prediction functions, and 
iv) computing the lag probability spectrum and the mean 
prediction error for all time frames.  

5. Examples 

This section presents two examples of the application of 
the ideas discussed above. For simplicity, and without 
loss of generality, both examples are real-values and 
univariate: the first one is a simulation, and the other uses 
data from a real word domain. 

A Simulation Experiment  

A single time series of length 900 was constructed as a 
convex combination of two linear AR processes in the 
following way:  

)()3( 2)2(1)(

  ),()2(2)1(1)(

tetYctYctY

tetXctXctX

+−+−=

+−+−=
, where 

4.01 =c , 5.02 =c , and )001.0,0()( Nte = is gaussian 

noise with mean=0 and variance=0.001. Clearly, the two 
processes have similar statistical properties, but differ in 
the time lags: (1,2) in the first, and (2,3) in the second, 
that is, just one single consecutive time lag.  

)())(1()()()( tYttXttZ αα −+= , is the mixed process. 
The convex combination coefficient was not constant, but 
a function of time, such that 1)( =tα  for 300≤t , 

0)( =tα  for 600≥t , and has a smooth transition 
between the two values for ]600,300[∈t .  
Then, the MVTSMM algorithm was applied using the 
following parameters: number of responsive neurons in 
the hidden layer=7, similarity derived from Euclidean 
distance (d) as )1/(1 ds += , number of generations=30, 
population size=30, roulette-wheel selection, crossover 
probability=0.6, mutation probability=0.01, and elitism. 
Time frames of size 201 were set, exploring models up a 
maximum depth of 10 time lags. Within each frame, the 
first 101 values were used as training, and the remaining 
100 as test. The 10-best discovered models were retained, 
and used for computing an empirical lag probability 
spectrum. Their mean RMSE was also obtained. In Figure 
4 the spectrum is displayed as a gray-level image where 
for each time frame at time t, a black-white gray scale 
spans the [0,1] probability values for the given lag (along 
the vertical). For t under 300, the image contains only two 
bright horizontal strips, corresponding to lags 1 and 2, as 
expected ( )()( tXtZ = ), whereas for t over 600, the 
bright strips are those of lags 2 and 3. also as expected 
( )()( tYtZ = ). In the transition zone (t within 300 and 
600), the strip of lag 1 fades whereas that of lag 3 
gradually gets brighter, and that of lag 2 remains 
unchanged. The midpoint (450) where the process starts 
to be more Y than X can be clearly identified, with 150 
time intervals of anticipation w.r.t. the new steady state. 
However, the RMSE shows no appreciable change, 
indicating the successful discovery of accurate models for 
all time frames. Therefore, the differences within the  lag 
probability spectrum can not be explained by the presence 
of models of different prediction quality. The Z process 
itself does not provide clear distinctive features. 
 
The simulation was purposely designed to make the 
detection. However, it shows that when the dependency 
models are considered as random variables, an in-depth 
model mining technique may unveil the existence of 
hidden internal changes within the process. Hidden or 
subtle changes can be detected, indicating that the system 
might be in a transient regime, possibly evolving towards 
a new state. The experiment shows that this approach has 
potential for anticipating forthcoming new states in a 
system. 



Lake Ontario Water Level Fluctuations 

The water levels of all of the Great Lakes have been 
observed for a long time due to its importance as a main 
hydrologic and climatologic factor. Lake Ontario was 
used as a real world example, and monthly averages over 
the period Jan-1900 to Dec 1990, 
(http://www.glerl.noaa.gov/data/now/wlevels/) were used 
in this second experiment as a real world example. 
The experimental setting was almost the same as that of 
the previous experiment, with only a few exceptions 
(number of generations=100, number of population 
size=50, and maximum depth of 15 time lags). 
The lag probability spectrum (Fig.5) clearly shows 
regions with different horizontal patterns, and therefore, 
zones with different model composition (Eq.1). The error 
function shows that there are zones where the best models 
found have poor performance as predictors (specially 
within the time range from 350 to 450). The boundaries 
defined by both the patterns of the lag spectrum and the 
behavior of the error function are in good agreement and 
they allow the segmentation of the process in terms of 
relatively stable, unstable, and transient states. These two 
different sources of information are related with different 
properties of the models, and they coincide in defining 
similar landmarks. 

Conclusions 

The computational intelligence approach introduced for 
the exploration of dynamic processes exhibits interesting 
properties from the point of view of detecting internal 
changes. Model changes and their associated properties 
seem to be good indicators of the alternation of steady and 
transient states, zones with abnormal behavior, instability 
and other situations, useful in characterizing and 
predicting the behavior of complex processes, as 
suggested by the results obtained with simulated and real 
world data. In particular, it seems that the algorithm is 
sensitive to subtle changes within the internal fabric of the 
dynamic process, which is a very promising feature from 
the point of view of predicting changes of state  in critical 
domains with large anticipation. Nevertheless, these 
results are preliminary, and further experiments and 
studies are necessary. 
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Fig. 4. Z(t) is a linear AR model computed as a convex combination ( )(tα )of two linear AR. The image is the lag probability 
spectrum. The convex combination coefficient )(tα , and the mean RMSError for all models found, are shown as well. 
 

 
Fig. 5. Level fluctuations of Lake Ontario along with the lag probability spectrum and mean RMSError function. 


