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Real-time Blood Circulation and Bleeding Model

for Surgical Training
Jonathan Boisvert, Guillaume Poirier, Louis Borgeat and Guy Godin

Abstract— Intra-operative management of bleeding is a critical
skill all surgeons must possess. It is however very challenging to
create a safe and realistic learning environment for its acquisition.
In this paper, we propose a simple and efficient approach to
integrate blood circulation to computerized surgical simulation
systems and allow for real-time processing of punctures, ruptures,
and cauterization of blood vessels. Blood pressures and flows
are calculated using a system of ordinary differential equations,
which can be simulated very efficiently. The equation system itself
is constructed using a graph of the vessels’ connectivity extracted
from magnetic resonance angiograms (MRA) and completed with
virtual vessels deduced from the principle of minimum work.
Real-time performances of the method are assessed and results
are demonstrated on ten patients who underwent an MRA before
removal of a brain tumour.

I. INTRODUCTION

Training new surgeons efficiently in realistic conditions

without compromising patient safety has always been chal-

lenging. Surgical interns can acquire a wealth of knowledge in

the classroom, but practical education is nonetheless necessary.

Certain skills can be acquired by practicing on manikins or

cadavers where mistakes can be committed without doing

harm to a patient and where trainees can spend as much time as

they need to perfect their techniques with minimal supervision.

However, static manikins and cadavers don’t breathe, bleed, or

present sudden complications.

Similar problems arise when introducing new surgical

equipment such as medical robots. Those new tools often come

with a significant learning curve. New manual skills must be

acquired and mastered in realistic conditions before one can

operate a medical robot safely and efficiently. Unfortunately,

traditional mentoring is difficult since the surgeon and his/her

first assistant/resident may not even be in the same room when

performing robot-assisted surgery (e.g. [1]).

Computerized surgical simulators have emerged as a solu-

tion to alleviate some of the difficulties previously mentioned.

Suitable tool-tissue interaction models [2] coupled to haptic

devices allow trainees to feel how much force needs to be

applied for different manipulations and to learn hand-eye

coordination for specialized techniques (e.g. microsurgery,

robot-assisted surgery, or endoscopy). Rare variations of the

anatomy can be generated at will and dynamic elements such

as breathing, heart beat, and ambient sounds can easily be

integrated for enhanced realism.

One area where computerized surgical simulators can have a

major impact is surgical hemostasis. The presence of blood or
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hemorrhages in the operating field is a fundamental challenge

in surgery since the visibility of key anatomical structures

is impeded and stopping bleeding is a time-critical task.

A successful model of surgical hemostasis should include

elements such as blood circulation in the vessels, the presence

of hemorrhages, and the ability to cauterize.

Significant efforts have been targeted at fluid simulation and

visualization of blood in the operating field. Simple particle

systems were initially used to approximate blood presence in

the scene [3]. Smoothed particle hydrodynamics was then con-

sidered since it allowed to integrate fluid dynamics to particle

systems [4], [5]. Three-dimensional and two-dimensional grid-

based approaches to fluid simulation were also investigated [6],

[7]. Finally, a layered height field approach was recently

proposed [8].

These approaches consider hemorrhages as local phenom-

ena and blood circulation in the body is not taken into consid-

eration. However, vascular anatomy often plays an important

role in surgical planning as well as in the execution of

the surgery. For example, finding and cauterizing the blood

vessels feeding a tumour before removing it will generally

reduce blood loss for the patient. Important arteries can also

be located near the surgical field and additional care must

then be taken to avoid major hemorrhages which could have

debilitating consequences for the patient. In other words,

simulating blood circulation in real time in a vascular model

is extremely beneficial for learning and practicing surgical

hemostasis.

There are multiple strategies to simulate blood flow in the

vascular system. One can elect to perform fluid simulation on

a three-dimensional mesh[9], [10], [11], [12]. This approach is

very flexible, but it has the drawback of being computationally

expensive. Thus, it is applicable only to small sections of the

vascular system. For the same reason, it is also difficult to

apply this strategy in real time with advanced 3D visualization

and soft-tissue simulation running in parallel as part of a larger

surgical simulation system.

One way to reduce tremendously the computational require-

ments of the simulation is to consider blood vessels as being a

network of tubular structures where each section has a constant

circular cross-section. In such circumstances, one could use the

Hagen-Poiseuille equation to describe the relationship between

pressure drops and volumetric flow rate in the blood vessel.

This idea was used by Wu et al. [13] in the context of

angiography simulation. Tuchschmid et al. [14] used the same

idea to study absorption of distention liquids by the vascular

system during hysteroscopy or transurethral resection of the

prostate.
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One of the limitations of previous approaches is the rel-

atively restricted set of operations that could be performed

in real time. The creation of new hemorrhages, cauterization,

and operations such as vessel subdivision were not previously

included. Thus, we propose in sections II and III a blood

circulation model which allows hemorrhages and dynamic

manipulations.

Furthermore, previous approaches assumed complete or

nearly complete vascular data. Clinical imaging protocols

usually only perform angiography near the operating theatre

with a finite resolution. As a result, small vessels, vessels

that cross image boundaries, and vessels carrying blood at

a lower velocity (e.g. veins) are often absent from vascular

models segmented from angiographic images. We thus propose

in section IV an approach to deal with incomplete arterial

models.

The integration of such a model to a real surgical simulation

system also comes with important challenges. Section V there-

fore details how the proposed scheme was integrated within

the NeuroTouch surgical simulation system [15] (http://

www.neurotouch.ca), which is a complete simulator that

provides soft-tissue simulation, haptic feedback, advanced vi-

sualization techniques, and surface fluid simulation. Section VI

then presents experimental results as well as demonstrations

of the proposed method and section VII discusses advantages,

drawbacks and future work. Finally, section VIII offers a brief

summary of the presented material.

II. DIFFERENTIAL MODEL FOR BLOOD CIRCULATION

The differential model used to simulate blood circulation

for surgical training includes three components. First, the inter-

connected vessels themselves carry blood through the vascular

system. Second, the hemorrhages allow blood to escape from

vessels and should be successfully managed during a surgery.

Finally, the pressure sources supply the energy necessary to

overcome friction and force the blood circulation. The pressure

and flow in those elements are governed by different equations,

which when combined together form the differential model

that must be solved during simulation.

A. Blood Vessels

The relationship between the hydrostatic pressure drop and

volumetric flow rate in blood vessels is often approximated by

the Hagen-Poiseuille law (see [14], [13] for example), which

is summarized by the following equation:

∆p =
8µL

πr4
q, (1)

where q is the volumetric flow rate, r the radius of the vessel,

µ the blood viscosity, L the vessel length and ∆p the pressure

drop in the vessel.

This approximation is based on a steady, laminar, axisym-

metric, and fully-developed flow in a cylindrical container.

Small vessels generally comply with those assumptions quite

well. Larger vessels may not necessarily do so and it is

often necessary to add terms to the Hagen-Poiseuille law to

better model the flow. Olufsen et al. [16] demonstrated that

(p1,v1) (p2,v2)

Fig. 1. Simple hemorrhage located at the end of a blood vessel.

for vessels with a radius from 0.2cm to 0.5cm an additional

term that describes the blood inertia would be beneficial. The

relationship between pressure and flow then becomes:

8µL

β2
1νπr

2

dq

dt
+

8µL

πr4
q = ∆p, (2)

where ν is the kinematic viscosity of blood and β1 the first

root of the Bessel function J0(βn) = 0.

Since we are primarily interested in neuro-surgeries, we

were not interested in blood vessels larger than 0.5cm. Other

approximations can be derived from the Navier-Stokes equa-

tions for larger blood vessels. Higher-order differential terms

would then be necessary to properly describe the relationship

between flow and pressure.

B. Hemorrhages

In order to integrate hemorrhages in our simulation, we must

establish a relationship between pressure and flow. Moreover,

in order to obtain predictable real-time performances, we must

also limit ourselves to a linear relationship. Fortunately, this

can be done with a few assumptions.

Let us consider a blood vessel which ends with a small

circular hole (see Fig. 1). In such case, Bernoulli’s equation

for incompressible fluids gives us [17]:

z2 +
p2
ρg

+
v22
2g

+ hf = z1 +
p1
ρg

+
v21
2g

(3)

where v1,p1,z1 and v2,p2,z2 are respectively the velocities,

pressures, and elevation on both sides of the hole, and hf is

the head loss (which corresponds to the energy dissipation due

to friction).

Conservation of mass implies that πr21v1 = πr22v2 (r1 being

the radius of the blood vessel and r2 the radius of the hole).

Now, assuming atmospheric pressure at p2 (p2 = 0), no change

in elevation (z1 = z2), and expanding the head loss using the

Darcy–Weisbach equation (hf = f L
D

v2

2

2g
= K

v2

2

2g
) [17], we

obtain :

v2(p1) =

v

u

u

t

2p1

ρ
⇣

K + 1−
r4
2

r4
1

⌘ . (4)

The constant K allows to take into consideration how much

energy is lost when the blood exits a blood vessel. The actual

value depends on a large number of factors, such as the

shape of the hemorrhage, the thickness of the vessel wall,

its physical characteristics, and the Reynolds number of the

flow. In practice, a rough approximation is sufficient since

our goal is to qualitatively reproduce the effects of surgical
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manipulations on hemorrhages and not to predict the amount

of blood loss. For the case presented in Figure 1, we used

K ≈ 1.5 which corresponds to a sudden constriction followed

by a pipe exit [18]. In most cases, the hemorrhage will be

perpendicular to the vessel’s tangent. In these cases, we used

K ≈ 10, which corresponds to a tee fitting in a pipe system

with laminar flow [17], [18].

In order to comply with the real-time constraints of our

problem, we further simplify this relationship by linearizing

it between the minimum pressure (p1 = 0) and the maximal

pressure (ps, which is the systolic pressure) experienced in the

brain vascular system. Equation 4 then becomes:

v2 ≈ γp1, with: γ =

v

u

u

t

2

psρ
⇣

K + 1−
r4
2

r4
1

⌘ . (5)

C. Pressure Source

The vascular network needs an external pressure source or

pump to force the blood through the vessels. Unlike many

organs, the brain receives pressurized blood from multiple

arteries, namely, the two vertebral arteries and two carotid

arteries. Each of those entries is thus connected to a time-

varying pressure source. The pressure profile used is a si-

nusoidal rhythm between the systolic and diastolic pressures

(respectively ps and pd):

∆p(t) =
(ps − pd)

2
sin(ωt) +

ps + pd
2

. (6)

However, nothing would prevent the use of a more elaborate

windkessel model [19] or even the use of functionals that

mimic different types of arrhythmia.

D. Vascular System

The blood vessels, hemorrhages, and pressure sources are

connected together and the topology of the resulting graph

gives rise to a system of differential equations. A first set of

equations is found by balancing the flow entering and leaving

all nodes except the sink, which is an arbitrarily chosen node

that has atmospheric pressure (p = 0). This can be compactly

expressed as:

Aq = 0, (7)

where A is the node-edge adjacency matrix with constituting

elements defined as:

Ai,j =

8

>

<

>

:

1 if edgej leaves nodei

−1 if edgej enters nodei

0 otherwise

. (8)

The second and final set of equations is given by the

characteristic equations of constituting elements (Equations 2,

5, and 6). The complete system of equations for the vascular

system can thus be expressed as:

✓

0 A 0
B C AT

◆

2

4

q0

q
p

3

5 =



0
K(t)

]

(9)

where B, C and K are deduced from Equations 2, 5, and 6.

In order to simulate this system, one must discretize. Thus,

let us consider the following:

q0 ≈
qn
∆

+ f−(qn−1, qn−2, . . . , qn−N ), (10)

where qn designates the flows for the nth time step, ∆ is

the time elapsed between two consecutive time steps, and f−

completes any explicit finite difference scheme to approximate

the first derivative.

After reorganization, qn and pn (respectively the flows and

pressures for the nth time step) are given by:


qn
pn

]

= M−1



0
−Bf− +K(t)

]

(11)

with M =

✓

A 0
(B
∆
+ C) AT

◆

.

Explicitly computing the inverse in Equation 11 is, of

course, not the only possible strategy to solve the system.

A direct solver that supports non-symmetric sparse matrices,

such as UMFPACK [20], may also be a good choice. However,

the inverse only has to be computed once if no changes are

made to the structure of the vascular graph. Thus, for a graph

with less than approximatively 2000 elements, Equation 11

results in less computational resources being consumed (see

Figure 8). Furthermore, the number of instructions needed will

not vary for a pre-defined problem size. These two properties

are especially important since other demanding tasks need

to be performed in real time (e.g. soft-tissue deformation,

collision detection, haptic feedback computation).

III. REAL-TIME UPDATES TO THE DIFFERENTIAL MODEL

In the course of a simulation, user actions will cause

changes in the equation system that describes the blood

circulation. Recomputing the whole inverse matrix from Equa-

tion 11 should, however, be avoided to maintain real-time

performances. Fortunately, it is possible to reuse the current

inverse matrix and to update it to take in account the user’s

actions at a much lower computational cost.

A. New Hemorrhages

As a surgery progresses, blood vessels get damaged and

bleeding occurs. The importance of the bleeding depends on

the nature of the damage, but also on the blood pressure

at the bleeding site. When a new hemorrhage appears, two

modifications need to be performed to the system. First, an

additional equation is needed to describe the relationship

between the flow and pressure for the new hemorrhage. Then,

the flow balancing equation of the originating node needs to be

corrected to include the blood volume exiting the wound. Both

operations can be performed by a single block-wise inversion

operation which, after taking into account the sparse nature of

the new matrix elements, is given by the following equation:

M 0−1
=



M ui

−γuT
j 1

]−1

=



E F
G H

]

with: (12)
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E = M−1
− (M−1)i(1 + γ(M−1)ji )

−1γ(M−1)j

F = −(M−1)i(1 + γ(M−1)ji )
−1

G = (1 + γ(M−1)ji )
−1γ(M−1)j

H = (1 + γ(M−1)ji )
−1,

where ui and uj are, respectively, the ith and jth column

of an identity matrix. A subscript after parenthesizes (e.g.

(M−1)i) refer to a specific column of a matrix while a

superscript refer to specific row (e.g. (M−1)j). Consequently,

the combination of both subscript and superscript refers to a

given element of the matrix.

The new line in M 0 describes the pressure/flow relationship

of the new hemorrhage j that connects the node i with the sink

and the new column modifies the flow balancing equation for

node i.

B. Cauterization, Clamping and Ligature

In order to maintain hemostasis, it is often necessary to stop

or reduce the flow of blood in vessels (either permanently or

temporarily). A surgeon can clamp, ligature, or cauterize a

vessel using an electrosurgical device to reduce its effective

radius. Reducing the radius of a single vessel changes only one

element in the matrix M (which describes the whole system).

The difference between the new element and its former value

is given by:

(∆M)n+i
i =

8µL

π

 

r−2
− r0

−2

∆β2
1ν

+ r−4
− r0

−4

!

.

Thus, updating the inverse M−1 can be performed by

applying a simplified Sherman-Morrison formula [21]:

(M +∆M)
−1

= M−1
−

(∆M)n+i
i (M−1)n+i(M

−1)
i

1 + (∆M)n+i
i (M−1)

i
n+i

(13)

The above formula implies performing a single dyadic

product ((M−1)n+i(M
−1)

i
), which is considerably faster than

recomputing the inverse of the complete matrix.

C. Vessel Subdivision

Vessels can be quite long and operations such as cauteriza-

tion usually apply only to a short subsection. Thus, it may be

necessary to subdivide the representation of a long vessel into

shorter segments. This process is done in two steps.

First, the equations associated with the new segments, the

new nodes and the new flows need to be integrated to the

current description of the vascular system. This first step is

done using a block-wise inversion. The new lines in the matrix

M describe the characteristic equations of the new vessels

and the new flow balancing equations of the new nodes. New

columns of existing lines are used to complete existing flow

balancing equations when needed.

The second step removes the old vessel from the flow

balancing equations using the Sherman-Morrison formula.

One must be careful to perform those two actions in order,

otherwise the graph may become disconnected, thus leading

to a singular M matrix.

IV. VASCULAR NETWORK COMPLETION

Patient-specific models extracted from medical images are,

by nature, incomplete. Numerous reasons contribute to explain

this phenomenon. For instance, vessels smaller than the image

resolution are unlikely to be detected and modelled correctly.

The image volume is finite and vessels cross image boundaries.

Moreover, angiographic images are often based on the detec-

tion of a moving liquid. The vessels will not be detected if the

velocity of the liquid is not sufficient. Because blood travels

faster in the arteries than in the veins, veins are often not

visible in modalities such as time-of-flight magnetic resonance

imaging (ToF-MRA). For all those reasons, it is necessary to

complete vascular networks extracted from images.

We therefore need to add new virtual vessels at the end of

each leaf in the graph in order to complete it before simulation.

Those virtual vessels act as a substitute for the parts of the

vascular network that are not visible on the original images.

Both the length and the radius of those vessels can equivalently

be adjusted to obtain physiologically realistic flows. We chose

to adjust the length for numerical stability reasons. Thus, we

set the radius of those vessels to be equal to the visible

vessel they prolong. Then, we optimize the length of the

virtual vessels so that the flows in the original vessels are

physiologically realistic.

A simple yet powerful way to model realistic flows in arter-

ies comes from the principle of minimum work as proposed by

Murray [22]. In a few words, Murray postulated that the sum

P of the power expenditures to circulate the blood through

a vascular system Pq and the metabolic consumption of the

blood Pb should be naturally minimized.

It follows from Murray’s hypothesis that the optimal flow

in a vessel is linked to the cube of its radius as demonstrated

by the following equations:

P = Pq + Pb = pq + bV =
q2l8µ

πr4
+ blπr2,

∂P

∂r
= 0 =⇒ q̃ = r3

π

4

s

b

µ
(14)

where r is the vessel radius, µ the blood viscosity, and

b = 1.93 10−6J/mm3/s is the metabolic cost of blood.

The length of the virtual vessels are therefore obtained by

minimizing the difference between optimal flows as predicted

by the principle of minimum work and the actual flow in the

vessels. This can be formalized as follows:

minimize
l

∥

∥q − q̃
∥

∥

subject to

✓

A0 0
C 0 A0T

◆✓

q0

p0

◆

=

✓

0
K 0

◆

l > 0

, (15)

where A0,q0,p0, K 0, and C 0 are augmented versions of A,q,p,

K, and C where the virtual vessels were added. After a few

algebraic transformations, the problem becomes:
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minimize
l

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

γ −



C−1

0

]T

A0T
(

A0C 0−1A0T
)−1

A0



C−1K
0

]

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

with γ = C−1K − q̃

C 0 =



C 0

0 diag( 8µl
πr4

)

]

subject to l > 0

,

(16)

which is a bounded non-linear problem that can be efficiently

optimized using a non-linear optimizer such as L-BFGS-B

[23].

V. INTEGRATION INTO A SURGICAL SIMULATION SYSTEM

Blood circulation is only one aspect of a surgical simulator.

Such simulators are complex systems where numerous com-

ponents must be integrated: soft-tissue deformation models,

haptic devices feed-back, surface fluid simulation, surgical

instrument simulation, photo-realistic computer graphics, etc.

The integration of such a blood circulation model to the full

system is therefore far from being trivial.

The work described in this paper was done within the con-

text of the development of a complete patient-specific surgery

simulation framework called NeuroTouch [15] (http://

www.neurotouch.ca). This framework specifically targets

brain surgery and already incorporates a large number of

software components necessary for convincing surgical sim-

ulation. Moreover, this framework can be used for a wide

range of procedures and adapted hardware configurations were

developed. For instance, specific hardware platforms were

created for craniotomy as well as endonasal procedures. While

the integration solution proposed here is specifically adapted to

the NeuroTouch framework, different solutions could certainly

be implemented for other simulators.

In NeuroTouch, the high resolution visual appearance of

soft-tissues is stored in a three-dimensional texture (which will

be referred to as the visual texture). This texture is linked to

the deformable polygonal models used for tissue simulation

through an initial parameterization. Therefore, during simu-

lation, there is no need to create new surface textures each

time the mesh is deformed or a piece of tissue is removed

using a surgical instrument. Corresponding areas of the 3D

surface texture are simply mapped on the exposed tissue area,

and will follow deformation of the coarser simulated mesh.

For NeuroTouch, it is therefore possible to perform the visual

integration of the blood vessels by pre-rasterizing them into

this visual texture.

NeuroTouch already integrates advanced algorithms to sim-

ulate in real time the behaviour of blood on the surface of a

deformable mesh [8]. It was therefore necessary to connect the

blood circulation model to the current blood simulation. Prior

to the integration of the blood circulation model, information

stored in the visual texture, combined with timing information

relating to the last cauterization/cutting actions, were used to

determine the amount of blood produced for a given surface

fragment/pixel.

With a blood circulation model, the intensity of bleeding

must be proportional to the flow in an hemorrhage located on

a vessel at the corresponding location. That location depends

on the current deformations. Thus, we used another three-

dimensional texture to track the identity of the blood vessel

and/or hemorrhage corresponding to a given location in the

deformable mesh.

Due to the fact that the vascular structure only intersects

a small proportion of voxels in a volumetric grid, it is clear

that an array representation would waste a significant amount

of memory due to the large texture size required to achieve

satisfactory resolution. Thus instead of a conventional three-

dimensional texture, an octree texture was implemented [24],

[25], [26]. In typical cases, these textures had 5123 elements,

which means 512MB of uncompressed memory. The memory

requirement would typically go down to about 1MB with the

help of the octree texture. Once the vessel had been identified

via the octree texture, then corresponding pressures and/or

flows from hemorrhages could be retrieved to control the rate

at which surface blood accumulates.

The behaviour of surgical instruments also had to be

modified to reflect the modifications they could cause to the

vascular model. The instruments were already governed by

sophisticated models [27], [28]. We therefore only had to

add certain actions to update the vascular model. The bipolar

(instrument visible at Figure 2(a)) now reduces the internal

radius of the vessel it touches and the suction device (visible

at Figure 2(c)) now adds hemorrhages to the vascular model

when the interior of a blood vessel is exposed.

Figure 2 presents an example of interaction where bleeding

is modulated by the blood circulation model and where this

model is modified because of the actions taken by the surgical

instrument. Please note that a computer animation including

a live video demonstrating those manipulations is available

as supplementary material (link to the video). Figure 2(a)

corresponds to the cauterization of a blood vessel with a

bipolar tool. This manipulation results in the subdivision of

the original vessel and the reduction of the internal diameter

of one of the subdivided segments. Then (Figure 2(c)), a

suction device is used on the downstream vessel. This manip-

ulation results in very little bleeding as the upstream vessel

was obstructed by the cauterization. However, damaging the

upstream vessel (Figure 2(e)) results in a much more intense

hemorrhage. Careful observation even reveals what looks like

a wave propagating on top of the blood pool, which may be

caused by the variation of arterial pressure during a cardiac

cycle.

VI. EXPERIMENTS AND RESULTS

The proposed method was sucessfully applied to datasets

from a cohort of ten patients who underwent a ToF MRA

examination at NRC’s (National Research Council) Institute

for Biodiagnostic in Winnipeg (Canada) using a Siemens

TrioTim 3T scanner. All examinations covered parts of the

brain and, in a few instances, part of the neck. Blood vessels

were segmented using a method proposed by Sato et al. [29].

The connectivity and centerlines were then computed from

distance transforms.
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Typical example of interaction between the simulator and the blood circulation model. (a), (b): Cauterization modifies the internal radius of the
affected vessel. (c) downstream damages to the vessel results in very little bleeding. (d), (e), (f) Upstream damages result in a larger hemorrhage.

It should be noted that the proposed method can be applied

regardless of the vascular network provenance. It would,

therefore, also be entirely possible to use computer generated

vascular networks [30], [31], [32] instead of patient-specific

data.

Figure 3 presents a typical example of the vascular network

extracted from one of the patients. Semi-transparent cyan

surface indicates the approximate limits of the brains. Semi-

transparent blue surface indicates a brain tumour.

A. Simulation Results

All the extracted vascular networks were simulated using

the proposed approach with and without the model completion

method presented in section IV.

The pressure source in all cases was configured with systolic

and diastolic pressures (ps and pd) of respectively 112 and 64
mmHg. Its frequency was set to 70 beats per minute. Pressures

and flows were evaluated at every 0.1s intervals. Colours were

assigned based on pressure values computed at every node

in the vascular network and linearly interpolated between the

nodes along the blood vessels.

Figures 4 and 5 illustrate graphically the simulated pressures

in the vessels respectively without and with model completion.

In Figure 4, blood vessels always terminate at atmospheric

pressure (p = 0), which is unnatural since some of those

vessels are rather large arteries that should support a much

larger pressure. Any hemorrhage located near the end of one of

those vessels would have its flow rate severely underestimated.

However, when using completion, the pressure at the end of

the visible vessels is compatible with the vessel size. In Figure

5 the end of the vessels are therefore not blue except for

one vessel that was cauterized prior to capturing the image.

Hemorrhages near the end of the visible vessels would be

much more realistic.

Figure 7 illustrates the effect of the model completion on

the simulated flows. Flows in completed models are generally

lower and closer to the optimal (predicted by the principle

of minimum work) than those terminating at p = 0. Smaller

vessels tend, however, to be associated with flow higher than

the predicted optimum.

Examples of hemorrhages are presented in Figure 6. As

predicted, the velocity of blood ejected out of an hemorrhage

is greater at higher blood pressures. In order to avoid large jets

and allow for an easier visualization, K was set to a larger

than usual value (500) to produce this image. Blood loss, in

this case, is visualized by particle systems rendered by Phong

splatting [33], [34].

B. Performances

As mentioned previously, computational resources are pre-

cious in a surgical simulator. Real-time performance is crucial

and many demanding sub-systems compete for resources.

Evaluating the performance of the different solving strategies

is therefore important. In this context, we implemented and

compared two resolution strategies.

First, we used UMFPACK [20], which is a state of the

art package dedicated to solving unsymmetric sparse linear

systems. UMFPACK needs to build and maintain information
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Fig. 3. Typical vascular network extracted from a ToF MRA and used for
simulation. Tumor is identified in blue.

Fig. 4. Example of the pressures obtained when simulating a vascular model
without virtual vessels.

such as row ordering, LU factors, etc. Thus, the first resolution

of a system Ax = b takes significantly longer than further

resolutions with different b vectors. We thus tested the two

scenarios.

Second, we used the strategy described in the paper, where

a non-sparse inverse of the system is maintained and used

for resolution. We tested the scenario where the resolution

was performed with the inverse matrix (which is basically

a matrix multiplication) as well as the scenario where this

inverse matrix had to be updated.

Figure 8 presents the average time needed to perform those

different operations as a function of the number of elements in

the vascular systems (number of nodes and edges combined).

The simulations were repeated between 5000 (for the shortest

experiment) and 100 times (for the slowest).

It appears from Figure 8 that the non-sparse resolution tech-

nique is more efficient until approximatively 3000 elements

when pre-computations do not need to be updated. On the

other hand, updating a dense inverse matrix is faster than

recomputing the factorization of the sparse system matrix until

approximatively 200 elements.

VII. DISCUSSION AND FUTURE WORKS

Blood circulation and surgical hemostasis are essential

aspects of a realistic and useful surgical simulation. We believe

that we made a significant contribution by achieving the

integration of a live vascular model to a surgical simulator at

a realistic computational cost. Feedback from neuro-surgeons

Fig. 5. Example of the pressures obtained when simulating a vascular model
completed with virtual vessels at its extremities.

Fig. 6. Example of a generalized cylinder colour-code with pressure values
and hemorrhage visualized by splatted spherical particles.

confirm that this component does improve the value of Neu-

roTouch as a learning tool. Our experience also helped us

identify a certain number of areas where further improvements

could be accomplished, especially for applications where a

more exact model would be required.

A. Interaction with Surgical Tools

Interactions between surgical tools and the vascular model

are still relatively simple in the proposed method. For instance,

cauterization operates identically on small and large vessels.

It would make sense that the larger vessels be more difficult

to cauterize since heat is dissipated over a larger volume.

Fig. 7. Effect of the model completion procedure on the simulated flow.
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Fig. 8. Time for numerical computations for one simulation time step.

The head loss used for hemorrhages is another example of

potential refinement. At the moment, the head loss constant

K is a rough estimate that does not change in time or as a

function of the context. It is very likely that the nature of

the tool used to puncture a vessel changes the flow in the

associated hemorrhage. Other factors such as the puncture

angle, the velocity of the tool, the vessel size, etc. may also

change an hemorrhage’s properties.

We believe that in vitro experiments and in situ observations

should be carried out in the future to help refine the constants

of the current method and improve interaction models. Given

the large number of variables at play, experimental results

may also help in determining ranges of acceptable values that

could be used to incorporate randomness to the simulation.

Experienced surgeons and mentors could also help identifying

factors that are important to the learning experience, and

possibly help find reasonable parameters for different training

scenarios.

One technical challenge that still needs to be addressed is to

find a fast and reliable method to distinguish between vessel

punctures and vessel ruptures when vessels are rasterized in a

three-dimensional texture. At this moment, rasterized vessels

will never be ruptured. They will, however, be punctured

multiple times which might lead to a similar, but more

complex, result. The solution to this problem probably lies

with a tighter integration of the soft-tissue dissection method

and the vascular model simulation.

B. Quantitative Validation

The current model was qualitatively validated based on

feedback from experienced neuro-surgeons and footage of

actual surgeries to insure a sufficiently realistic experience

for NeuroTouch end-users skill development, which was our

main objective. Relative metrics derived from the simulation

can already be useful to reinforce learning of good surgical

techniques. However, if absolute quantitative metrics were

required (such as the actual amount of blood loss during a

simulation) to further track a user’s progression or to assess

him or her, then more extensive validation would be needed.

Two different kinds of validation should then be performed.

First, physical correctness of the models should be assessed

using either in situ or in vitro experiments. In situ data could

be collected using imaging modalities that would measure

simultaneously the geometry of the vascular network and

the flow in its constituting vessels. Hemorrhages may be

difficult to study using this strategy, but in vitro experiments

using sufficiently realistic vascular phantoms could be used

instead. Those experiments would collectively lead to a better

understanding of the deviations between the proposed model

and the physical phenomena that it simulates. We would then

need to determine what deviations are acceptable in the context

of surgical training.

A second important kind of validation would therefore

evaluate the proposed model as a part of a training method.

In other words, it would evaluate under what circumstances

and to what extend a blood circulation model leads to better

surgical training. Typically, this would involve collecting feed-

back from a large number of surgical residents and mentors.

Quantitative validation in this context would mean selecting

specific tasks, creating quantitative metrics, and comparing

the trainees scores with independent performance indicators

(number of years into residency, independent scores from their

mentors or certification body, etc.).

In both cases, there are several research challenges that will

need to be tackled. Some of them are of practical nature while

others concern methodological difficulties. Furthermore, both

approaches will need a multi-disciplinary team to combine the

necessary expertise. We hope to launch new studies to investi-

gate those two aspects concurrently as they can be performed

independently and will offer complementary conclusions.

C. Vascular Model Completion

The vascular model completion method that was proposed

does improve the realism of the pressures and flows. Figure

7 also revealed that smaller vessels (less than 1mm in radius

approximatively) tend to carry more blood than the principle

of minimum work predicts even with virtual vessels acting as

downstream vessels equivalence.

There are more than one plausible hypothesis to explain

this fact. First of all, it is possible that entire vessel branches

are missed during the extraction of the patient-specific model.

The under-represented small vessels would then have to carry

more blood from the larger arteries. Researching ways to

add virtual vessels not only on the leaves of the vascular

network, but also on vessels where bifurcations could have

been missed would be both useful and challenging. Second, the

L2 norm that is minimized to find the virtual vessels’ length

may be exaggerating the importance of large flows in arteries.

Perhaps, the L1 norm could lead to improved results. Finally,

the optimization procedure may simply tend to fall into local

minimums. This hypothesis is, however, less likely as multiple

starting points were tried and did not change significantly the

final value of the objective function.

D. Patient-Specific Model Extraction

Flow and pressures are connected via the fourth power of

vessels’ radius. The quality of the extracted vascular network

therefore has tremendous effects on the simulated flows and

pressures.

There exists a large number of alternative methods to

segment blood vessels in medical images. Kirbas et al. [35]
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and Lesage et al. [36] offer good reviews. However, these

methods have different specificity and sensitivity with respect

to vessel detection and different accuracy and precision char-

acteristics with respect to the measured radii and centerlines

of the detected vessels. At this moment, it is still unknown

what would be the best segmentation method in the context

of vascular flow simulation. A comparative study might be

needed in the future.

The accuracy of the vessels’ connectivity is also extremely

important to achieve correct hemostatic behaviour. One way

to improve patient-specific models would be to inject more

prior knowledge into the modelling stage. For instance, Jiang

et al. [37] used the principle of minimum work to compute

the connectivity of the coronary arteries. The same idea could

be transposed to brain vessels. However, anastomosis in the

circle of Willis would make this method difficult to apply

without further modifications. Furthermore, adaptive detection

of the vessels might be helpful to raise the likelihood of finding

dimmer vessels where bifurcations are expected.

VIII. CONCLUSION

We proposed in this paper an efficient method to simulate

vascular networks and to interact with them during surgical

simulations. Moreover, we proposed a method to use incom-

plete patient-specific models using the principle of minimum

work. The proposed method was validated as a concept by its

integration into an existing surgical simulation platform and

was also validated in terms of performances.

Real-time performances that were achieved as well as the

quality of the resulting simulations lead us to believe that the

proposed method should result in better computerized surgical

simulators and might, more specifically, open new possibilities

to learn and practice surgical hemostasis.
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