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1 Introduction

As the Internet spreads to each corner of the world, computers are exposed
to miscellaneous intrusions from the World Wide Web. Thus, we need effective
intrusion detection systems to protect our computers from the intrusions. Tra-
ditional instance-based learning methods can only be used to detect known in-
trusions since these methods classify instances based on what they have learned.
They rarely detect new intrusions since these intrusion classes has not been
learned before. We expect an unsupervised algorithm to be able to detect new
intrusions as well as known intrusions.

In this paper, we propose a clustering algorithm for intrusion detection, called
Y-means. This algorithm is developed based on the H-means+ algorithm [2] (an
improved version of the K-means algorithm [1]) and other related clustering
algorithms of K-means. Y-means is able to automatically partition a data set
into a reasonable number of clusters so as to classify the instances into ‘normal’
clusters and ‘abnormal’ clusters. It overcomes two shortcomings of K-means:
degeneracy and dependency on the number of clusters .

The results of simulations that run on KDD-99 data set [3] show that Y-
means is an effective method for partitioning large data set. An 89.89% detection
rate and a 1.00% false alarm rate were achieved with the Y-means algorithm.

2 Y-means Algorithm

The amount of normal log data is usually overwhelmingly larger than that of
intrusion data. Normal data are usually distinguished from the intrusions based
on the Euclidean distance. Therefore, the normal instances form clusters with
large populations, while the intrusion instances form remote clusters with a
relatively small populations. Therefore, we can label these clusters as normal or
intrusive according to their populations.

Y-means is our proposed clustering algorithm for intrusion detection. By
splitting clusters and merging overlapped clusters, it is possible to automatically



partition a data set into a reasonable number of clusters so as to classify the
instances into ‘normal’ clusters and ‘abnormal’ clusters. It also overcomes the
shortcomings of the K-means algorithm.

We partitioned 2,456 instances of KDD-99 data using the H-means+ algo-
rithm with different initial values of k. The decline of SSE is fast when the value
of k is very small. When the value of k reaches 20, the decline of Sum of Square
Error (SSE ) becomes slow. In this experiment, the optimal value for k is found
to be around 20. At this point, we obtained a 78.72% detection rate and a 1.11%
false alarm rate. This result is probably the best that we can get with H-means+.
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Fig. 1. a. Initial number vs. final number of clusters; b. Y-means with different initial
number of clusters.

Y-means partitioned the same data set into 16 to 22 clusters as shown by
the approximately horizontal line in Figure 1 (a), when the initial number of
clusters varied from 1 to 96. On average, the final number of clusters is about
20. This is exactly the value of the ‘optimal’ k in H-means+. On average, the
Y-means algorithm detected 86.63% of intrusions with a 1.53% false alarm rate
as shown in Figure 1 (b). The best performance was obtained when detection
rate is 89.89% and false alarm rate is 1.00%.

In conclusion, the Y-means is a promising algorithm for intrusion detection,
since it can automatically partition an arbitrarily sized set of arbitrarily dis-
tributed data into an appropriate number of clusters without supervision.
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