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Abstract. Most of the current laser-pointing interfaces use a vision-based approach, which requires camera 
calibration.  This paper presents the use of a planar homography-based auto-calibrated technique to eliminate the 
camera calibration step, thus simplifying the setup process. The system performance of a user interface 
implemented with this technique is then analysed in details. 

 
1. Introduction 
 

One of the most used device during public presentations is the laser pointer, mainly for 
pointing and highlighting specific parts of the displayed image on a projection screen, 
particularly when it is out of reach of the user’s arm. Unfortunately, used in this way, laser 
pointers1 are just passive devices that offer no possibility of interaction with the content 
displayed on the screen. In the recent years, several publications have been made describing 
computer vision based systems that use a laser pointer as an input device [1, 2, 3, 4, 5, 6, 7, 8, 9, 
10, 11, 12]. This new way of using laser pointers has great potential for inclusion in advanced 
collaborative environments such as CVEs. 

All but one of the techniques described so far to track a laser spot on a screen require the 
previous calibration of the camera. We present here a technique similar but faster than a previous 
one presented but not detailed in [10]. This technique is based on a projective geometry tool that 
eliminates the calibration step, thus simplifying the setup process. This tool, called planar-based 
homographies, allows the mapping of camera coordinates to display screen coordinates [13]. 

We then present a detailed performance analysis of an implementation of the system in order 
to check if there is a match with the known basic requirements for effective human-computer 
interaction. The analysis is performed under several conditions, including the use of both a 
visible and of an invisible (infrared) laser pointer. 

 
 

2. Previous work 
 

One of the first papers on laser pointers is from Kirstein and Müller and describes the use of 
laser pointer as an input device and gives some advice on its implementation in [5]. 
Olsen and Nielsen who compared user performance between the mouse, a physical device and a 
laser pointer for a complex task involving pointing at widgets and manipulating their functions 
took the idea further [8]. The results indicate that the mouse was twice as fast as the other two 

                                                           
1 To avoid confusion in this paper, the term pointer describes the laser pointer and the term cursor, the “mouse” pointer on the 
screen. 



input devices but the control variables such as the update rate (and thus latency) of the different 
input devices were significantly different. The laser pointer was disadvantaged by its low update 
rate (7 Hz compared to an estimated 40 Hz for a standard mouse), as well as the typical training 
bias induced by subjects experience with the mouse. In fact, in another study where the latency 
was comparable between both devices, the laser pointer was found to perform as well as the 
standard mouse [1]. It is important to note, though, that this later user study was conducted with 
only four subjects. 

Target acquisition, i.e. pointing and selecting, by using a laser pointer with an extended laser-
on (similar to a mouse-over) technique has been tested and proven inaccurate. This was mainly 
due to jitter in the laser spot caused by the user’s hand wiggle [6, 9]. To reduce jitter in the 
measured position, an averaging filter was used to estimate pointing position over ½ second. 
This approach slightly reduced the jitter but at the expense of adding ½ second to selection time. 

A potentially better way to use laser pointers is to use semantic snarfing [6, 7]. This technique 
allows the user to point at an area of interest, which is then transferred to a secondary device 
such as a Portable Data Assistant (PDA) so that the user can point more precisely. According to 
these papers, semantic snarfing is faster but prone to errors because the interface is scaled down 
due to the PDA’s small screen size. A proposed solution to avoid the latency introduced by the 
extended laser-on technique is to add a push-button on the laser pointer or use other techniques 
such as hotspots or split laser beams [2, 12]. A laser pointer equipped with a push-button can 
also be used as a pen when the screen is translucent and the camera located behind it [11]. 
Concerning the laser pointer, one study compared the performance of a visible and invisible laser 
and found that the response time was better with the visible one [1]. This result was explained by 
the fact that the user focused on the laser spot rather than on the cursor, thus eliminating 
computer display latency and providing an ideal feedback loop between the motor and perceptual 
systems. In this paper, a method to implement an auto-calibrated laser pointer system using 
planar homographies is presented. A similar idea was also put forward but not detailed for the 
purpose of 2D presentations [10, 14].  

Finally, we measure the performance of a system implemented with this technique and 
compare the perceived system responsiveness when using visible (red) vs. invisible (infrared) 
laser pointers. The proposed thesis is that a visible pointer will make system latencies more 
perceptible because of the visible gap between the laser spot and the cursor, especially during 
fast movement. 
  
 
3. Tracking algorithm 
 

Our system is quite flexible, allowing for a large range of screen sizes, as well as multiple 
configuration of the camera-screen set. 
 
 
3.1. Assumptions 
 

The system will work as long as the three following conditions are filled: 
• The screen is entirely visible (and in focus) inside the field of view of the camera 
• There is no relative movement between the screen and the camera once the system is 

started 
• The laser spot is brighter than the rest of the screen 

 



3.2. Preprocessing 
 

The first step is to estimate the pose of the screen in order to accurately compute the pointer 
position. In order to achieve that, we detect he position of the four corners of the computer 
screen and store them for future frame. To help their detection, we maximize the contrast with 
the surroundings by projecting a white blank screen. Also, to compensate for the phase 
difference between the projector and the camera, the binary image of the screen is accumulated 
over ten frames to get a more accurate estimate of the corners. 

The homography matrix describing the mapping between the camera plane P and the display 
screen plane P’ is then computed from the four detected corners in image coordinates and the 
four image screen corners in screen coordinates. A 3×3 homography matrix is a mathematical 
tool used to compute the projection from a plane P onto another plane P’ when both planes are 
defined in a 3D space, such that: 
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w being the homogenous scale factor. 
Finding the homography that correlates two planes is done by solving a set of linear equations 

in a similar way to that proposed in [10] but assuming that the last factor of the matrix is equal to 
1, therefore reducing the system to equations needed to solve the problem using LU 
decomposition [16]. 

 
Each of the equations is written such that: 
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 In the case of this system, a homography is used to map the camera image coordinates (P) to 

computer screen coordinates (P‘). 
The edges of the displayed image’s footprint in the camera image are computed as 2D vectors 

to test whether the laser spot is inside or outside the projected screen. 



3.3. Processing algorithm 
 

Once the preprocessing phase completed, the laser spot is tracked on the display screen in two 
steps. 

First, find the laser spot in the image by finding the centroid of the bounding box of the 
brightest spot on the screen. The laser spot is assumed to be the only part of the image with a 
high light intensity. Each pixel’s intensity is compared to a threshold and, if higher, added to the 
bounding box of the assumed laser spot. The center of that bounding box is assumed to be the 
centroid of the laser spot. 

Second, to eliminate laser spots outside of the display screen, the laser spot’s centroid is 
compared to each of the four previously computed corners to determine if it is inside the display 
screen. If that is the case, the homography is applied to the detected laser spot coordinates to map 
them in pattern space, and therefore in screen coordinate space. This leads to a position on the 
screen that is transferred to a cursor position. 
 
 
4. Implementation 
 

The system (see Figure 1) is made of a monochrome video camera with a resolution of 640 × 
480 pixels and a horizontal field-of-view (FOV) of 37o, an XGA (1024 × 768) projector and a 
standard front projection screen. Both the camera and the projector were connected to a dual 
Pentium 4 computer running at 2.0 GHz with 512 Mbytes of RAM for processing. Two laser 
pointers have been tested: a visible (red) laser pointer for the user to see the actual laser spot, and 
an invisible (infrared) laser pointer that creates a laser spot outside of the human’s perceptible 
light spectrum. 

All the auto-adjustments of the camera were turned off. Also, during the test with the infrared 
(IR) pointer, an IR interferential filter is mounted on the camera after the preprocessing phase to 
increase robustness to external lighting. 

In this experiment the projector and the camera were located at about 2m of the screen to test 
robustness with an extremely bright condition in terms of screen illumination compared to 
normal use. This was to test whether or not the laser pointer could be discriminated in this 
condition. 

 

 
Figure 1. The laser pointing system 

 



5. Evaluation method 
 

The implemented system was evaluated under three ambient lighting conditions: dark room, 
artificially lit room and sunlit room. Also, the system was tested with two laser pointer 
wavelengths: 680nm (red) and 820nm (infrared). 

The metrics used to evaluate the performance of the system are: range, accuracy, update rate, 
jitter and latency. 

The accuracy was calculated by pointing at different regions of the screen and recording the 
difference in pixel from the tip of the cursor to the laser spot. 

The update rate was calculated by moving constantly the laser spot on the screen and by 
measuring the time difference between cursor updates in a sequence of images. That video 
sequence of the scene was recorded by a high-speed (250 fps) video camera. 

To test for jitter, the pointer was placed on a stable surface and pointed at the screen while the 
displacements were recorded by a video camera. 

To measure latency, the cursor was placed at an arbitrary position in the computer screen. The 
pointer was then activated to point at an arbitrary region within the screen area. The time taken 
by the cursor to reach the static laser spot was then measured from the resulting video by 
counting the number of frames between the two events. The video of the scene was again 
recorded by the high speed camera. 
 
 
6. Results 
 

The system performed well under two of the three lighting conditions tested. Under direct 
sunlight, the system could not detect the screen because of a lack of contrast between the 
projected image and the rest of the screen. Under the other two lighting conditions (normal 
indoor and dark room), the performance results are summarized in Table 1: 
 

Table 1. Performance results 
Parameter Result 
Range Line of sight 
X accuracy ±2 screen pixels typical 
Y accuracy ±3 screen pixels typical 
Latency 52ms ± 8 ms average 
Update 60 Hz ± 1 Hz (Overall) 

605 Hz ± 5 Hz (Algo. 
only) 

Jitter 1Hz ±1 screen pixel 
 

It is interesting to note that from informal testing, the system works even when the camera is 
off by up to 30o from perpendicular axis of the screen. 
 
 
6.1. Range 
 

The only things that limit the range of the system are: the need for a line of sight between the 
pointer and the screen, between the camera and the screen and the need for good contrast 
between the laser spot and the display. 



In practice however, range is basically limited by factors such as user’s pointing performance, 
and depends on its performance. As long as the projector projects an image that is bright enough 
to contrast with the environment and as long as the footprint of that image in the camera is good 
enough to get the desired resolution and that the user can point accurately, the system will work. 

For most uses, a range of 10 m is achievable and sufficient. 
 
 
6.2. Accuracy 
 

Accuracy of the laser pointer device is relative to the size (in pixels) of the laser spot on the 
screen and captured by the camera. If the camera is closer, the laser will be integrated over 
several pixels on the camera’s retinal plane, thus providing a better estimate of the laser spot’s 
centroid. 

Also, laser diodes have spreading factors. Commercial laser pointers tend to leak more on the 
sides of the spot than higher quality diodes. This influences centroid computation. 

Thirdly, the angle between the projected screen and the camera will have influence on the 
accuracy and uniformity of the results. If the angle is great, one pixel in the camera will map to 
several pixels on the screen. 

Fourthly, resolution of the system has an influence on accuracy performance as pixels on the 
projected screen have to be differentiable if one is to point at them. 

The camera’s resolution and the screen to camera distance limit resolution. 
Resolution causes inaccuracies as long as the effective image resolution, i.e. resolution taking 

into account the sub-pixel factor, is below the projected image’s resolution. On the other hand, if 
the resolution is too high, movement detection does not necessarily result in cursor movement 
and useless cursor move events are generated. 

Detecting the centroid of the bounding box of the laser pointer enables to achieve quarter-pixel 
resolution, increasing the effective camera resolution fourfold over native resolution. 

To achieve optimal resolution, the camera should be placed so that the retinal plane is parallel 
projected image plane, and that the four boundaries of the auto-detected projected image are 
parallel to the corresponding camera image boundaries. Then, since the detection algorithm 
permits twice the resolution along both axes, the horizontal and vertical camera resolutions 
should be half the size in pixels of the detected projected image. 

Under the experimental conditions described above, the 640 × 480 camera provided enough 
resolution to detect one screen pixel movements. Finally, from testing the system, it seems that 
radial distortion in the camera lens has a noticeable effect on the measurement. Accuracy is 
better in the center of the camera image than on the sides. Also, inaccuracies tend to shift 
towards the screen sides. For example, the cursor tends to be a little higher than the laser spot 
when in the upper portion of the screen and a little under when in the lower portion of it. 

In summary, the accuracy depends of five factors: 
• Distance between the camera and the screen 
• Light leaking of the laser pointer 
• Angle between the camera and the projector 
• Effective camera resolution 
• Radial distortion of the camera lens 

 
 



6.3. Update rate 
 

At 60 Hz the update rate is good enough for interaction, and induces a latency that does not 
hinder user performance. Clearly here, the update rate is limited by the camera speed (in frames 
per second), since less than 10% of the computing power is used to achieve it, as indicated by the 
internal (algorithmic) update rate of 605 Hz. 

 
6.4. Jitter 
 

From informal tests, we found that at ±1 screen pixel, the jitter of the system is limited as 
compared to natural human hand wiggle. This jitter is mainly be explained by the fact that the 
camera resolution (640x480 pixels) is slightly inferior to the projector resolution (1024x768), 
thus causing a ±1 pixel incertitude on the laser spot position. This inaccuracy, however, is in part 
diminished by the fact that the laser spot position is computed at a sub-camera pixel accuracy by 
finding the centroid of  it on the camera image. 
 
 
6.5. Latency 
 

With an overall system latency of 52 ms ± 8 ms, the system is well under the 80 ms limit, 
which has been shown to hamper user performance in tracking tasks with position control [14].  
 
 
6.6. Infrared vs. visible laser pointer 
 

Tests were made using a visible and an invisible laser pointer. Although the laser wavelength 
used doesn’t affect the system’s performance in terms of criteria listed above. For the user, 
however, there is a noticeable difference in terms of adaptation. When using the red laser pointer. 
The user sees the red laser spot on the screen and expects the cursor to follow directly, thus 
yielding a high sensitivity to latency and update rate. When using the IR laser pointer, the laser 
spot is not visible and the human sensory motor system adapts to the latency. The system seems 
more fluid though it reacts at the same speed. It is important to note though that one previous 
study [1] indicates that the IR pointer increased the mean response time for pointing tasks. It is 
therefore possible that a visible pointer could be performing better albeit giving the impression of 
greater latency. 

Another important observation is that, in a 3D stereo display environment, a visible laser 
pointer cannot be used because humans will generally perceive it as a double spot due to the 
nature of stereo. 
 
 
7. Discussion & Future Work 
 

This paper presented and evaluated a new computer vision based algorithm that can be used to 
track a laser spot on a projected screen, in order to use laser pointers as an input device. One 
application that generates as interest in this system is presentations, but virtual reality and 
augmented reality systems could benefit from such an interface. 

We found that performance of the pointing system is sufficient to be used in most applications. 
Resolution could become a hardware problem if the ratio display resolution over effective 



camera resolution is not kept close to 1. This leads to an over sensitivity of the system if the 
displayed screen’s footprint in the camera image is in higher resolution than the actual displayed 
image. The system then reacts to movements in the laser pointer that would not lead to an 
actuation of the cursor. On the other hand, if the displayed screen is represented by less effective 
pixels in the system than in reality, interaction will be rather jaggy and imprecise. Latency and 
update rate can be improved by using a faster camera (>60 fps), although current performance 
seems more than adequate for those criteria. 

In order for the system to work at its full capacity, the camera must be more sensitive in the 
wavelengths range of the laser spot; otherwise, the identification of the laser spot could fail. 
Also, better contrast between the display image and the rest of the scene will result in better 
preprocessing, and therefore a better mapping. 

More research is needed to formally compare the performance of an auto calibrated laser 
pointer tracking system and a manually calibrated system of the same kind. This is a necessary 
step in assessing if an auto-calibrated pointing interface is a good alternative to manually 
calibrated systems. 
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